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1. Introduction
An electron added to a solvent polarizes its surrounding

medium to minimize the free energy. Such an electron with
its polarization cloud, which we refer to as the solvated
electron, is one of the most fundamental chemical reagents

of significant experimental and theoretical interest. The
structure and dynamics of solvated electrons in protic
solvents have been explored ever since the discovery of
intense blue coloration in solutions of alkali metals in
ammonia.1-3 Because solvated electrons are the most fun-
damental chemical reagents as well as carriers of negative
charge, substantial experimental and theoretical efforts have
focused on elucidating their equilibrium structure and sol-
vation dynamics in a variety of neat liquids.4,5 One of the
most important but least explored environments for solvated
electrons, namely, the two-dimensional liquid/solid and
liquid/vacuum interfaces, is the subject of this review.

Solvated electrons can be introduced into protic solvents
through the dissolution of highly reducing species such as
alkali metals or through the exposure of liquids to ionizing
radiation.6,7 Transient chemistry of solvated electrons in water
and other protic solvents has been studied extensively through
radiochemical techniques.3,4 More recently, it has became
possible to inject excess electrons into solvents by means of
ionization of precursor ions or molecules with femtosecond
lasers or to excite solvated electrons into higher lying
electronic states. Strong perturbation to the equilibrium
solvent structure can be achieved by optically exciting
solvated electrons from their s-symmetry ground state to the
triply degenerate p-symmetry first excited states or even to
the conduction band (CB) of the solvent (Figure 1). Because
optical excitation is faster than the nuclear motion, the
spherically symmetric distribution of the ionic cores in the
ground state cannot adiabatically follow the change in the
symmetry and spatial extent of the electronic wave function.
Thus, optical excitation nonadiabatically projects the spheri-
cally symmetric solvent ionic core distribution onto the
anisotropic distribution of the first excited state or the
isotropic distribution of the CB (Figure 1). The projection
of the ground-state wave packets onto these excited states
turns on suddenly electrostatic forces on the molecular
dipoles, which respond to screen the new charge distribution.
The screening starts through inertial vibrational and trans-
lational motion of the inner shell solvent molecules. After
the dissipation of the primary forces, a more gradual diffusive
dielectric response of the solvent further stabilizes the excited
state and eventually returns electrons back to their ground
state on femtosecond to picosecond time scales.5

Although much knowledge has been gained concerning
the properties of solvated electrons in homogeneous media
through studies of their chemistry, spectroscopy, and ultrafast
interactions with the host solvent, much less is known about
their properties in inhomogeneous media such as liquid/solid
and liquid/vacuum interfaces. Electron transfer through
liquid/solid interfaces is fundamental for many scientifically
interesting, economically significant, and environmentally* To whom correspondence should be addressed. E-mail: petek@pitt.edu.
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pervasive phenomena such as electrochemistry, catalysis,
photocatalysis, corrosion, sensing, prebiotic chemosynthesis,
etc.8-19 The structure of a liquid/solid interface is governed
by specific solvent-surface and solvent-solvent interactions,
as well as the electronic polarization of the interface
region.20-26 The interface presents a special 2D dielectric
environment for the solvation of excess charge, where less
solvent is available to polarize and the solvation energy is
smaller than in the fully 3D environment of a solution.11,24,27,28

Therefore, the liquid/solid interface can form a free-energy
barrier for the transfer of electrons between the two media,
where the properties of the interface and fluctuations of the
solvent can influence the potentials required to drive chemical
reactions.14,17

By means of optical excitation, it is now possible to induce
vertical interfacial charge-transfer excitation, where excess
electrons are injected into the interfacial solvent overlayer
faster than the ionic cores of the solvent can respond to the
charge redistribution.29-31 When the femtosecond laser
excited nonlinear two-photon time-resolved photoemission
(TR-2PP) is combined with surface science sample prepara-
tion techniques, it is possible to prepare atomically ordered
solvent overlayers on single-crystalline surfaces and to study
the ultrafast dielectric response initiated by the photoinduced
interfacial charge transfer.32-36 The evolution of the injected
electron momentum, energy, and population on account of
dynamical processes such as the coherent transport through
the molecular overlayer, the localization through the charge-
induced structural reorganization (polaron formation), the
diffusive solvation, and the decay through the reverse transfer
to the solid substrate can be investigated across more than
15 orders of magnitude in time.37-43 A broad spectrum of
interactions of excess electrons injected into dielectric media
has been investigated for overlayer films of rare gas
atoms,44-49 aliphatic and aromatic hydrocarbons,29,38,50-55

polar solvents,56 and protic solvents30,31,57-63 on metal and
metal oxide substrates. TR-2PP provides unprecedented
access to the primary inertial response of dielectric interfaces
on femtosecond time scales that is difficult to attain in the
conventional bulk or cluster studies of electron solvation.31

Here, we review the recent TR-2PP studies of electron
solvation in protic solvents (H2O and CH3OH) on metal and
metal oxide surfaces, with the primary focus on charge-
transfer dynamics relevant to the photocatalysis on TiO2.64-67

Extensive reviews of the structure and chemistry of water/
solid and water/vacuum interfaces that are important to the
present discussion have been a subject of recent special topic
issues ofChemical ReViews andCurrent Opinion in Solid
State and Materials Science.19-26

Because many aspects of the extensively studied 3D
solvation of electrons are relevant to the solvation at
interfaces, we begin this review in section 2 with a discussion
of the molecular and electronic structure of solvated and CB
electrons in H2O. Of particular interest are recent studies on
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size-selected water anion clusters, where the favorable
surface/volume ratio makes the coexistence of surface and
bulk solvation possible, although the interpretation of
experimental data is still controversial.68,69 In section 3, we
compare and contrast the structure of H2O overlayers on
metal and metal oxide surfaces. Although this subject has
been recently reviewed, we focus on structural aspects that
are particularly relevant to the interfacial electron solvation
and electron-transfer dynamics. In section 4, we present the
recent studies of Bovensiepen and Wolf and co-workers on

the electron solvation in crystalline and amorphous ice on
metal surfaces, where parallels can be drawn to the bulk and
cluster solvation studies.41 By contrast, the electron solvation
in H2O and CH3OH overlayers on TiO2 described in section
5 is purely an interfacial phenomenon that is derived from
the presence of the minority surface-OH species.31,62

Finally, in section 6, we conclude and provide an outlook
for this rapidly evolving field.

2. Structure and Dynamics of Solvated Electrons

The introduction of excess electrons strongly perturbs the
liquid structure within its screening volume. As shown in
Figure 1, electrons in molecular solvents are known to exist
in three characteristic states: they can be confined to a
solvent cavity of approximately spherical symmetry that
provides the maximum stabilization; they can be excited to
p-symmetry excited states, which are unstable with respect
to the s-symmetry ground state and have exceedingly short
lifetimes; or they can exist transiently as delocalized waves
in the CB of the solvent. Optical transitions between different
electronic states occur nonadiabatically, requiring the solvent
to assume different structures following the excitation to
accommodate the change in the electron wave function. The
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Figure 1. Energy diagram for the solvation and electronic
excitation of excess electrons in water. Horizontal arrows mark the
adiabatic (1.5-1.7 eV) and nonadiabatic (3.2 eV) solvation energies.
The vertical arrows indicate pr s absorption and photoemission
experiments, which occur nonadiabatically with the ionic cores
frozen during the excitation process. The nonadiabatic solvation
energy corresponds to the photoemission threshold as well as the
CB of H2O. The optical pr s excitation leads to a displacement
along the inertial solvation coordinate involving H2O libration.
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reorganization of the solvent occurs through the inertial and
diffusive molecular motion on femtosecond to picosecond
time scales.

2.1. Structure of Water
Protic solvents, such as H2O, which form hydrogen-

bonding networks, experience particularly pronounced per-
turbation of their equilibrium structure through the intro-
duction of an excess charge.70-78 In liquid water and ice,
each H2O molecule acts both as a proton donor and acceptor
to form up to four hydrogen bonds (HBs). To form the HB
network, two lone-pair electron orbitals on each O atom are
pulled out by electropositive H atoms of two neighboring
molecules, while the intramolecular bond lengths increase
by 2% with respect to isolated molecules on account of the
charge transfer that accompanies hydrogen bonding.70 These
electronic polarization and charge-transfer interactions in-
crease the dipole moment of water from 1.86 D in the gas
phase to∼3 D in liquid phase. According to the experimen-
tally determined X-ray structure factor of water, upon
forming the HB network, an electron charge of approximately
0.5e is transferred along each O-H bond of water molecules,
leading to a substantially larger dipole moment than in the
gas phase.71

The structure of water has been investigated by a variety
of sophisticated experimental and theoretical techniques.71,75,76,79

X-ray and neutron diffraction studies provide radial distribu-
tion functions for H and O atoms that define the average
HB structure of liquid water and ice. According to a
theoretical interpretation of these studies, the most probable
intermolecular O-H bond length in liquid water is 0.96 Å,
while the O‚‚‚H HB is 1.8 Å. Furthermore, the O-O radial
distribution functionRO-O peaks at 2.76 Å, while the HB
angle distribution peaks at 180°.73

The addition of excess electrons to liquid water elicits
major reorganization of the local liquid structure (solvation)
to minimize the free energy of the system. The electropositive
H atoms of water are attracted to the negative charge, while
the electronegative O atoms are repelled. The strength of
the interaction of H atoms with the excess electrons is
comparable to the HB with the proximate O atoms in the
pre-existing HB network of water. The electrostatic interac-
tion of the excess electron with the H2O dipoles leading to
the formation ofe -‚‚‚H-O “bonds” at the cost of disrupting
the existing HB network provides the thermodynamic driving
force to reorganize locally the structure of water.80,81 The
adiabatic energy of solvation, i.e., the energy released by
solvating an electron at rest along the minimum free-energy
pathway, which is difficult to obtain directly from an
experiment, has been estimated from indirect measurements
and theory to be from∼ -1.5 to -1.7 eV.81,82 The energy
diagram for the electronic excitation, adiabatic and vertical
electron solvation, and photoemission in H2O is given in
Figure 1.83

Significant information on electron solvation in H2O has
been obtained through vertical excitation of electrons in
liquid, cluster, and interfacial environments.5,30,31,57-62,84-92

The creation of free electrons in water either through
ionization of neat solvent or other more easily ionized parent
species or through charge-transfer excitation from a solid
substrate injects the excess charge faster than the solvent
molecules can respond. The solvation process proceeds
initially through the inertial motion of the solvent involving
mainly the solvent libration on∼50 fs time scale,5,93 which

disrupts the existing HB network to create multiple H atom
acceptor sites. The deuterium isotope effect on solvation,
which scales with the square root of the reduced mass for
libration, implicates the inertial reorientation H2O molecules
as the primary event in the electron solvation.87,92,93 The
prompt inertial response is followed by slower diffusional
motion, which provides additional screening of the charge
and also heals the disrupted HB network. For viscous
solvents (glasses) such as H2O ice, the energetic barriers to
be overcome as the system approaches thermal equilibrium
can stretch the diffusional component over more than 15
orders of magnitude in time.43

2.2. Structure of the Hydrated Electron

2.2.1. Kevan Structure of the Solvated Electron

The equilibrium structure of solvated electrons in water
(hydrated electrons) has been studied extensively by both
experiment and theory. The Kevan structure, which is most
widely accepted, has been proposed to explain the ESR
spectra of solvated electrons in H2O.94 Theoretical calcula-
tions that treat the electron as a quantum mechanical particle
and water molecules as rigid classical particles using
empirical models for the water-water and water-electron
interactions reproduce the Kevan structure and the associated
solvated electron spectrum.94-99 In the Kevan structure, such
as shown in Figure 2, electrons are trapped within a
dynamically fluctuating but on the average spherically
symmetric molecular cavity with a radius of∼2.4 Å formed
by a primary solvation shell of approximately six octahedrally
distributed H2O molecules contained within a sphere of a 4
Å radius. Radial distribution functions from quantum simula-
tions of the hydrated electron place the nearest H and O
atoms 2.3 and 3.3 Å from the electron center of mass,
respectively.95 The proximate water molecules preferentially
orient to point single O-H bonds into the electron center of
mass rather than along the molecular dipole. The proximity

Figure 2. Kevan structure for the electron solvation in water
calculated for six water molecules. O atoms are indicated in red,
and H atoms are indicated in white. The blue translucent orb
represents the solvated electron probability density.
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of H atoms to the electron cloud confirms their primary role
in stabilizing the excess charge. In water and other protic
solvents, these “dangling” H atoms, which do not partake
in a strong HB with other electronegative species such as O
atoms, are the most electropositive acceptor sites that stabilize
the excess electron charge.100 The interaction of these
dangling H atoms with the excess electron charge is the main
theme of this review.

The structures of solvated electrons in other protic solvents
resemble the Kevan structure in H2O. However, some
differences can be attributed to the HB structure of the
solvent, the alignment of the dipole moment, the size of the
solvent, etc. The weaker strength of HBs and larger number
of dangling H atoms make solvated electrons in ammonia
significantly more stable than in water.101 The presence of
three acceptor sites for every donor site in ammonia
molecules ensures that dangling H atoms are available to
stabilize excess electrons even without breaking the existing
HBs. The first solvation shell of ammonia consists of 6-9
molecules.98,99,102,103In alcohols, each OH species embodies
two electron-donor and one electron-acceptor sites per
molecule. Liquid methanol is composed of linear polymers
of hydrogen-bonded chains.104 The electron spin resonance
(ESR) spectra of solvated electrons in CH3OH are consistent
with four molecules in the first solvation shell; however,
molecular dynamics calculations predict a shell of six to
seven molecules. The molecules align along the direction
of the dipole moment, but because the dipole moment is to
a large extent determined by the OH species, the alignment
is also close to the direction of the O-H bond.94,105 In
addition to OH, the aliphatic H atoms on the methyl group
(Hm) can form weak HBs and are also thought to participate
in the stabilization of solvated electrons.106,107

However, the Kevan structure is not the only proposed
structure of solvated electrons. Alternative structures for
solvated electrons in H2O and NH3 based on ab initio and
density functional theory (DFT) calculations have been
proposed. Zhan et al. have concluded that a pair of strong
and opposinge-‚‚‚H-O bonds is responsible for the primary
electron stabilization in the Kevan structure. In their structure,
the first solvation shell still consists of six molecules, but
approximately only two H2O molecules contribute single H
atoms to the peak at 2.3 Å in the radial distribution function
of H atoms. Alternatively, the absorption and Raman spectra
of the solvated electron in H2O have been reproduced by
structures involving the OH-‚‚‚H3O complex.108-112 Similar
alternative structures have also been proposed for NH3.99

2.2.2. Electronic Structure of Solvated Electrons

The intense blue color of solvated electrons in H2O has
been attributed to excitation from the s-symmetry ground-
state Kevan structure to the triply degenerate p-symmetry
excited state.3 The absorption spectrum corresponding to the
p r s transition is centered at 720 nm (1.725 eV) and has
an exceptionally broad bandwidth of 0.84 eV.96,97,113-115 The
line shape has a characteristic asymmetry that is often
simulated by a Lorentzian profile on the high-frequency side
and a Gaussian profile on the low-frequency side without a
theoretical justification. However, Pshenichnikov et al. have
successfully fit the asymmetric spectrum to a generalized
Lorentzian function with aT2 dephasing time of 1.6 fs that
they obtained from time domain measurements.5 They
attributed the asymmetric line shape to the breakdown of
the slowly varying envelope approximation for extremely

fast dephasing times. However, similar line shapes are
observed for a variety of spectroscopic measurements on
solvated electrons in H2O and other solvents even when
narrower line widths justify the slowly varying envelope
approximation,83,115which suggests that the asymmetry may
have additional origins. For instance, Linder et al. interpreted
the pr s absorption spectrum of NH3 within the framework
of Kubo’s stochastic theory of line shapes to capture the
effect of structural fluctuations within the solvent shell on
the modulation of the s-p gap.98

The vertical excitation of the pr s transition changes
the solvated electron wave function faster than the molecules
forming the solvation shell can relax to new equilibrium posi-
tions. Upon excitation, the solvent molecules interacting with
the excited excess electron experience a step-function force,
which drives the solvent reorganization on the femtosecond
to picosecond time scales.5,85,86,88-92,116,117 In numerous
experimental and theoretical studies, the observed spectrum
and ultrafast solvation dynamics have been interpreted in
terms of the distortion and subsequent recovery of the Kevan
structure. However, transient absorption and nonlinear dif-
fraction measurements have been interpreted by two different
models for the internal conversion to the ground state.
Barbara and co-workers attributed the initial, deuterium-
isotope-dependent changes in the transmission spectra fol-
lowing the pr s excitation to the adiabatic solvation through
the inertial libration of the solvent on the 35-80 fs time
scale, which is followed by the nonadiabatic internal conver-
sion to the ground state on the 200-300 fs time scale.86,87

Pshenichnikov et al. do not find evidence in the primary
relaxation dynamics for the stabilization of the excited state
through adiabatic solvation. Instead, they attribute their 50
(70) fs transients to the coupling of the p state in H2O (D2O)
to a conical intersection with the s state via the inertial
libration of solvent molecules in the first solvation shell.5,92

The excited p-state solvation dynamics have also been
studied for NH3, CH3OH, and longer alcohols.98,99,118,119The
internal conversion from the p state in NH3 is reported to be
too fast to observe with∼100 fs time resolution.98 By
contrast, the p state in methanol with a lifetime of∼300 fs
is considerably more stable.119 The higher stability of the
p state of solvated electrons in methanol may be related to
the different nature of the inertial solvent response105,120,121

and possibly to the larger s-p band gap of 1.94 eV.122

Theoretical simulations concur that the librational motion
is the primary mode of the inertial component of solvation
in water. However, in other solvents such as methanol, both
the density and frequency of librational modes are lower and,
therefore, translational motion is thought to dominate the
inertial solvation.105,120,121,123-125 Consequently, the solvation
dynamics in methanol are substantially slower than in
water.122,126,127

2.2.3. CB of Water

Although the near-infrared pr s absorption spectra of
solvated electrons in water and other solvents have been the
primary focus in the discovery of solvated electrons and the
studies of their solvation dynamics, related spectral features
have been predicted128 but not yet observed on water-covered
solid surfaces. Instead, in the studies of 2D solvation in
adsorbate films on solid surfaces, the CBs of water and other
solvents have been exploited as the primary conduits for the
injection of electrons into the molecular overlayer.29,30

Electrons are efficiently introduced into the CB of H2O

4406 Chemical Reviews, 2006, Vol. 106, No. 10 Zhao et al.



overlayers through injection from either the substrate or the
vacuum side. This can be accomplished either by charge-
transfer photoexcitation with>3.0 eV photons29,30 or by
irradiation of the sample with near-zero kinetic energy
electrons from vacuum.129 Tunneling electrons from ap-
propriately biased scanning tunneling microscopy (STM) tips
can also be injected into CBs of molecular overlayers.130,131

Unlike the solvated electrons, the CB electrons are
delocalized within the bulk or interfacial molecular net-
works.90,132,133CB electrons are unstable with respect to the
solvated electrons because local static or dynamic fluctuations
of the solvent can create an attractive potential and progres-
sively localize them to form a more stable polaron, of which
an extreme case is the Kevan structure.

The vertical excitation energy from the Kevan structure
to the CB of water is difficult to establish experimentally.
The (H2O)n

- cluster studies give 3.25 eV as the asymptotic
energy for the vertical ionization in the limit of large
clusters.69,83The photoemission threshold energy and the CB
energy are considered to be the same under the assumption
that bulk H2O has negative or negligibly small electron
affinity in a sudden process, such as photoemission, where
the molecular lattice is frozen.4,69,83,90However, the uncer-
tainty in the vertical ionization energy is large and subject
to the interpretation of broad Lorentzian-Gaussian photo-
detachment line shapes.83 In liquid water, 400 nm of light
(3.16 eV) is sufficiently energetic to detrap electrons from
the Kevan structure.132

In the reverse process of trapping, the excess energy of
CB electrons is dissipated through the formation of the Kevan
solvation structure at the cost of disrupting locally the
existing HB network and localizing electrons within the
solvent cavity.95 The trapping and relaxation of CB electrons
to the vibrationally hot ground state in liquid H2O is reported
to occur on the 300-400 fs time scale.90,133The solvation of
the CB electrons apparently proceeds without appreciable
population of the shorter lived intermediate p-symmetry
excited state.5,92 The slower solvation time for the CB
electrons in comparison with the p state has been attributed
to their more significant delocalization.133

2.3. Water Cluster Anions

Molecular cluster anions provide another versatile envi-
ronment where electron solvation can be studied through
cluster-size selection over a range from the single molecule
to the near-bulk solvent limits.69,83,134-137 The large surface/
bulk ratio makes it possible, in principle, to study both
surface and bulk solvation for the same range of cluster sizes
and experimental conditions. The smallest (H2O)n

- cluster
to bind an electron through dipolar forces is the water
dimer.138,139 The smallest (H2O)n

- clusters possess only
surface solvation sites, but as the cluster size increases, the
number of possible isomers as well as the number of possible
binding sites rapidly increase. The experimental characteriza-
tion of small (n e 6) clusters, which are theoretically
tractable,100,139-143 has proven to be experimentally challeng-
ing.144 For the smallest clusters, both experiment and theory
identify the dangling H atoms on cluster surfaces as the
electron-acceptor sites.100,139,144 The most stable clusters
identified by both experiment and theory have two dangling
acceptor sites on a single H2O molecule, such as shown for
the calculated electron distribution of an H2O pentamer in
Figure 3.145

For larger clusters, both the surface and bulk solvation
has been predicted by theoretical simulation and reported in
experiments.135,146Path-integral molecular dynamics simula-
tions predict that the surface-bound electrons are more stable
for n < 32, and internally solvated electrons are favored for
n > 64.146 On the basis of the differences in the vertical
electron-binding energy, Verlet et al. have identified two
classes of clusters in then ) 12-25 regime, which they
attribute to the surface- and bulk-bound isomers.69 As the
cluster size increases, the putative internal isomer vertical
binding energy converges with then-1/3 dependence to the
3.25 eV photoelectric threshold of water.83 For n ∼ 200, the
binding energy is still∼80% of its bulk value.69

However, the assignment of the isomer with the largest
vertical binding energy to internally solvated electrons has
been disputed on a theoretical basis; according to the
simulations of Turi et al., then-1/3 scaling appears in the
calculated binding energies only of the surface-solvated
electrons.68,147,148 Theoretical simulations predict similar
stabilities for the surface- and bulk-solvated electrons.27,68,149

However, the formation of excess dangling surface H atoms
creates an electrostatic barrier for the penetration of electron
into the bulk.150 Consistent with this prediction, the formation
of the putative internally solvated cluster anions is favored
by conditions that favor relatively high cluster temperatures.69

The pr s transition can also be excited internally or on
surfaces of water clusters. Turi et al. predict that the transition
energy for surface-bound electrons converges with then-1/3

dependence to the bulk value;68 however, Rodriguez et al.
predict a 0.52 eV red shift for electrons localized on the
water/vacuum interface.128 Bragg et al. found that the p-state
relaxation rate increases withn-1 dependence to the bulk
value of 50 fs for the interior-solvated clusters, while the
rate is weakly size-dependent for the surface-solvated
clusters.69,151

Cluster anion studies are important for the surface studies
because they provide an important intermediate regime

Figure 3. Excess electron distribution for a H2O pentamer anion
cluster from ref 145. A double acceptor molecule with two dangling
H atoms pointing into the electron cloud presents the most stable
binding site for the excess electrons. O atoms are indicated in red,
and H atoms are indicated in white. Reprinted with permission from
Science (http://www.aaas.org), ref 145. Copyright 2004 American
Association for the Advancement of Science.
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between the 3D electron solvation in liquids and 2D solvation
on solvent/solid or solvent/vacuum interfaces. The structural
motifs that efficiently bind electrons to surfaces of small
water clusters also are known to exist at H2O/vacuum
interfaces of both thin and thick (bulk) molecular films on
solid surfaces.21,23,152-156 In particular, structures that present
one or two dangling H atom acceptor sites occur on solid
surfaces either as a feature of perfect termination or as
common surface defect sites. Furthermore, the issue of
surface (e.g., the H2O/vacuum interface) versus bulk solva-
tion is also expected to have significant consequences on
the structure and interfacial charge-transfer decay dynamics
for electrons injected into thin molecular films on solids.149,150

Surface-solvated electrons can be effectively decoupled from
the CB of the substrate by the intervening H2O layer if there
is a barrier to surface-bulk conversion.

3. Water on Solid Surfaces

The presence of interfacial water on metal and metal oxide
surfaces is of great consequence for many practical applica-
tions such as catalysis, corrosion, and other environmentally
relevant processes.12,20,157-160 In a broader context, interfacial
water is vital in biological systems, where, for instance, it
mediates charge transport and controls the structure and
function of proteins.20,161-163 The ability of water to transport
charge can be controlled through its interactions with the
protein or membrane interfaces.164 Water donates charge to
substrate atoms through its basic O atoms, and it accepts
charge from the substrate through its acidic H atoms. The
substrates are classified as either hydrophobic or hydrophilic
depending upon how well they can accommodate these
amphoteric interactions in the first adsorption monolayer and
balance them with HB interactions in the subsequent mono-
layers.25,26,165Even if water wets the solid surface in the first
monolayer, because of strong interactions with the substrate,
the first overlayer may not offer a favorable growth template
for the subsequent overlayers.

The hypothesis that the atomic structure and electrostatic
fields of solid surfaces can be very favorable for adsorbing
(condensing) water led to one of the earliest practical
applications of surface science, namely, the seeding of rain
clouds with crystal particles.166,167Even though many surfaces
present favorable templates for the growth of water ice,
determining the interfacial structure still is a challenge for
both experiment and theory.26,168-173 The structures are often
determined by subtle effects that include the interaction
potentials of O and H atoms with the substrate atoms, the
intermolecular hydrogen bonding, and the competition
between the associative versus dissociative chemisorption.
Because these interactions are often of comparable magnitude
and energy barriers may separate different chemisorption
structures, subtle differences in the sample preparation or
theoretical calculation can lead to different conclusions about
the chemisorption structures of H2O overlayers.26

3.1. Water Chemisorption on Metal Surfaces
Water interacts with metal surfaces primarily through its

O atoms. The chemisorption of H2O on metals typically
decreases the work function on the order of 1.0-1.5 eV.158

This change in the vacuum potential arises from the charge
donation from the p orbitals of O atoms adsorbed at on-top
sites to the d bands of metal substrates.174 The interaction
with H atoms is much weaker, although there is evidence

for the back-donation from the substrate.16 In comparison
with the typical HB strength of water (∼0.25 eV), the
interaction strength between H2O is weaker for noble metals
and comparable or stronger for transition metals.26,175Some
surfaces such as Ru form strong bonds with the atomic H,
which can lead to the partial dissociation of H2O.168,175,176If
the epitaxial relationship and the balance water-metal and
HB interactions are favorable, water will self-assemble into
crystalline HB networks.26,177 On hexagonal symmetry
surfaces, H2O typically forms bilayer structures according
to Bernal-Fowler-Pauling rules, such as in Figure 4, where
a hexagonal H2O lattice is formed by three H2O molecules
in the bottom layer binding to the surface with their O atoms,
while the top three molecules interact primarily with the
bottom layer molecules through HBs.174 Such bilayer struc-
tures favor the epitaxial growth of the hexagonal Ih ice.157,158,177

The shallow potentials for the translation and rotation of H2O
molecules with respect to the surface can accommodate
epitaxial growth for a wide range of surface lattice param-
eters.26 However, the fine balance between the aforemen-
tioned interactions, different surface preparation and analysis
protocols, and ambiguous structural characterization tech-
niques has led to a controversy concerning whether the
molecular or dissociative H2O chemisorption on Ru(001) is
favored.26,168-170,173-176,178,179 Careful experiments, which
avoid electron-stimulated dissociation, have clearly estab-
lished that D2O chemisorbs molecularly when exposed to
cold (<160 K) Ru(001) surfaces, while H2O may partially
dissociate into surface H and OH species.60,171,176

The interaction of water molecules with metal surfaces
influences the structure of water overlayers and ultimately
the process of electron solvation and interfacial charge
transfer.41 Within the bilayer structures, the molecular plane
of the bottom layer molecules is typically near parallel to
the metal surface. To form a bilayer structure, however, H
atoms tilt up slightly to form the HBs with the top layer
molecules. When the bilayer structure is formed, three H
atoms of the top layer are locked into HBs, while three
nonbonded H atoms remain. These have the choice of either
pointing up into vacuum or down toward the surface, as
shown in Figure 4. Because their energies are similar, both
structures can coexist on a surface.155,178However, whether
the dangling H atoms point up or down can strongly affect
how H2O overlayers accommodate excess electrons.149,150

The first bilayer forms the template for the growth of
subsequent layers. Water on metals such as Ru(001) typically
continues to form bilayer structures eventually forming Ih

Figure 4. Calculated structure of (a and d) D up, (b and e) D
down, and (c and f) half-dissociated structure of D2O on the Ru(001)
surface from ref 178. The (x3 × x3)R30° unit cell is marked in
a. O atoms are indicated in red, and H atoms are indicated in white.
Reprinted with permission from ref 178. Copyright 2005 Elsevier.

4408 Chemical Reviews, 2006, Vol. 106, No. 10 Zhao et al.



crystalline ice.58 Whether H2O forms amorphous or crystal-
line films can be controlled by the growth and annealing
conditions.180 However, H2O does not wet weakly interacting
metals with a poor epitaxial relationship such as noble metals.
Instead, H2O forms 3D clusters at low coverages, which, at
high coverage, condense into amorphous ice. Such amor-
phous ice can have a variable degree of porosity that depends
upon the overlayer preparation conditions.181 The resulting
molecular-scale vacancies can act as electron-trapping sites.58

The mode of growth of H2O on metals can be controlled
and established by standard surface science techniques such
as temperature-programmed desorption (TPD), vibrational
spectroscopy, STM, and electron or He atom diffrac-
tion.21,26,60,152,177,180,182

3.2. Water Chemisorption on Metal Oxides
The typical binding energy of H2O molecules on metal

oxide surfaces of∼1 eV greatly exceeds that on metal
surfaces. The ionic metal oxide surfaces present much more
corrugated electrostatic potential landscapes for the
chemisorption of water than metals.183,184The arrays of Lewis
acid (metal ion) and base (O ion) sites on metal oxides
present highly singular templates for the chemisorption of
H2O.159,183,185,186Because these amphoteric interactions are
typically stronger than the HB interaction among H2O
molecules, water can form structures in the first few
monolayers that are substantially different from the common
polymorphs of water ice.187 As vivid contrasting examples
of how the surface crystal templates of metal oxides self-
organize different H2O overlayers, Figure 5 presents the
calculated structures of 1 monolayer (ML) H2O-covered most
stable rutile (110) and anatase (101) polymorph surfaces of
TiO2.186,188

As on metal surfaces, O atoms of water donate charge to
the acidic metal ions of metal oxide substrates.186,188How-
ever, in contrast to metals, H atoms have the possibility of
forming strong HBs with the basic O ions of the substrate
in competition with the O atoms of neighboring water
molecules.186 The extent that H2O molecules form intermo-
lecular or molecule-surface bonds and their relative strengths
very much depend upon the distribution of the acidic and
basic surface sites and the strength of the interaction at each
site. Dependent upon the geometry and dimensions of the
lattice, molecule-surface or intermolecular HBs may be
stronger. Only one, the other, or both types of HBs can form.
Moreover, strong interaction with polar surfaces can lead to
the dissociation of H2O molecules.182,189

The surfaces of rutile and anatase polymorphs of TiO2

highlight how the surface structure can lead to distinct H2O
overlayers. The rutile (110) surface in Figure 5a has a
distance between five-coordinate terminal Ti5c

4+ ions of 2.96
Å, which is slightly longer than the 2.76 Å maximum in the
RO-O radial distribution function of H2O. This slight mis-
match favors the formation of both the molecule-surface and
intermolecular HBs, with the former being stronger than the
latter as judged by their relative bond lengths.186 However,
the Ti5c

4+-Ti5c
4+ distance of 3.79 Å found on the anatase

(101) surface provides a registry that is of comparable
dimension to the minimum in theRO-O function of H2O at
3.5 Å. As a consequence of the mismatch between the lattice
dimension of anatase and the nearest neighbor distance in
liquid water, only weak H2O molecule-surface HBs can
form.187,188Dependent on the degree to which the structure
of a metal oxide surface can accommodate the molecule,

surface and intermolecular HBs can have a strong impact
on the strength of binding of the first and second H2O
overlayers.158,190On favorable surfaces, such as rutile (110),
the additional molecule-surface HB interaction leads to
stronger H2O chemisorption than on metal surfaces.191

The surface-specific binding of H2O molecules on metal
oxides can be discerned from TPD measurements for rutile
(110) and anatase (101) surfaces of TiO2. For the rutile (110)
surface, the first and second monolayers of H2O desorb at
270 and 174 K, respectively, while for the anatase (101)
surface, the corresponding processes occur at 250 and 190
K.191-193 On rutile, the first monolayer interacts strongly with
the available Ti and O sites of the substrate, which does not
leave favorable sites (e.g., the dangling H atoms) for the
interaction with the second monolayer. By contrast, the
surface structure of anatase does not permit H2O molecules
bound through their O atoms to the Ti sites to form HBs
with the neighboring first monolayer H2O molecules. Be-
cause one H atom of each first monolayer molecule remains
dangling, the second monolayer H2O molecules can form

Figure 5. DFT-calculated structure of (a) rutile (110) and (b)
anatase (101) H2O/TiO2 surfaces at 1 ML H2O coverage. Arrows
indicate specific sites discussed in the text. White lines indicate
the relevant unit-cell dimensions. Dotted lines indicate strong (thick)
and weak (thin) hydrogen bonds. Ti atoms are blue; O atoms are
green; and H atoms are red.
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favorable HBs with the free H atoms of the first monolayer
as well as with the O atoms of the substrate. The less
favorable accommodation of the first monolayer H2O and
better accommodation of the second monolayer explains the
difference in TPD results between the rutile (110) and anatase
(101) surfaces.188

Although water dissociation is possible on metal surfaces,
it is much more likely to occur on metal oxides.182,189,194

Dissociative chemisorption readily occurs at O atom vacancy
defects, which are usually the most common surface defect
sites on metal oxides.195 At defect sites, upon adsorption
through its O atom, H2O transfers a proton to a neighboring
surface O atom to form two equivalent-OH species.192,196-198

Such H atoms are usually highly mobile, especially in the
presence of other H2O molecules, allowing the dissociation
products to disperse across the surface.198

The dissociative chemisorption can also occur on perfect
metal oxide surfaces. In particular, when the surface metal
and O atoms sites are strongly acidic and basic, respectively,
H2O molecules bound at the terminal metal sites can transfer
protons to the proximate surface O atoms.182,189,199This forms
two inequivalent OH species at the terminal metal and O
atoms of the perfect surface.189 Such dissociation of H2O
can drastically change the surface charge distribution and,
therefore, is a common mode for the stabilization of polar
oxide surfaces.200

Even if the dissociation of water on perfect metal oxide
surfaces were exothermic, it could be suppressed by a large
activation barrier.189,201 Moreover, the dissociation of H2O
on metal oxides is often thermodynamically driven. Even
though the dissociation may not be favorable under ultra high
vacuum (UHV) conditions, as the vapor pressure of H2O is
increased, the equilibrium can be driven to the dissociated
form.202-204 Thus, under atmospheric conditions, metal
oxides, which terminate most metal and mineral surfaces,
are covered with an overlayer consisting of-OH and H2O
species.183,203The propensity of water to hydroxylate and wet
metal oxide surfaces may make the formation of solvated
electrons through optical or electron stimulation particularly
significant in many environmental, geochemical, and practi-
cal applications.183

4. Electron Solvation in Molecular Overlayers on
Metal Surfaces

Ordered or disordered molecular overlayers on solid
surfaces present some of the most fascinating environments
of great fundamental and practical significance for studying
electron solvation dynamics.41,42 By means of UHV surface
science techniques, it is possible to form ordered molecular
overlayers with single molecular layer precision on atomi-
cally ordered templates presented by solid surfaces. The
molecular overlayer structure can be characterized on the
atomic scale by a variety of structural probes, such as X-ray,
electron, or He atom diffraction, real-space methods such
as STM, or optical methods such as sum-frequency genera-
tion.26 Such a highly ordered environment is ideally suited
for studying the fundamental aspects of molecular solvation
of electrons in two or three dimensions.

One of the great advantages of having atomically ordered
molecular overlayers is the possibility of exploiting the full
capabilities of experimental electronic structure methods such
as photoemission to compare directly with calculations for
periodic systems. In atomically ordered solids, atomic or
molecular orbitals on adjacent lattice sites can hybridize to

form delocalized bands. Such bands are described by
energy-momentum dispersion functions, which define the
effective electron mass for the propagation of electron waves
through a solid and whose bandwidth is determined by the
strength of interactions among the adjacent sites. Photoemis-
sion spectroscopy provides a powerful tool for mapping the
band structures of solids, solid surfaces, and adsorbate
overlayers on solid surfaces.205,206

The methods of photoemission spectroscopy can also be
extended to the unoccupied states of solids. By means of
ultrafast laser spectroscopy, it is possible to create a transient
electron population in the unoccupied bands of the substrate
or the molecular overlayer below and even above the vacuum
level of the surface.32,33,207This population decays typically
on the femtosecond time scale by either electro-electron
(e-e) scattering or reverse charge transfer (RCT) from the
overlayer into the resonant bands of the substrate. Before it
decays, it is possible to probe the energy and population of
the transient intermediate state with a time-delayed probe
pulse, which further induces a transition from the intermedi-
ate states into the free-electron continuum above the vacuum
level of the surface. The photoemitted electrons can be
detected with energy and momentum resolution for single-
pulse excitation or as a function of pump-probe pulse delay.
By recording two-photon photoemission (2PP) spectra, it is
possible to map out the dispersion functions of the unoc-
cupied bands of the molecular overlayer or the substrate.
Furthermore, time-resolved measurements on the unoccupied
states reveal important dynamical details on the charge
transport, localization, and the electron population and energy
relaxation dynamics in the intermediate states.41,42

Because the fundamental aspects of TR-2PP spectroscopy
have been presented in several excellent reviews,32-34 we
focus here mainly on those aspects that are relevant to the
electron solvation in molecular overlayers. The mechanisms
of molecular excitation on solid surfaces are still poorly
understood. However, it is clear from most TR-2PP mea-
surements that the main excitation process involves the direct
substrate-adsorbate photoinduced charge transfer.208,209The
initial states for the photoinduced charge transfer into the
molecular overlayer can either be the bulk bands of the
substrate or the surface states of the molecule-covered
surface. The excitation can occur to a variety of unoccupied
states of the adsorbate overlayer as long as they are connected
by a transition dipole moment with the initial states of the
substrate.

One of the main avenues for injecting charge into the
adsorbate overlayer is through the image potential (IP) states
of the interface.39,210,211On clean metal surfaces, the Coulomb
interaction between electrons and their positive image charge
forms an attractive IP, which converges to the vacuum level.
Surface electrons are bound by the IP on the vacuum side
and the crystal potential on the substrate side, to form a 2D
Rydberg series that starts∼0.8 eV below the vacuum level
for the principal quantum numbern ) 1 state (Figure 6a)
and converges to the vacuum level for highn states. Because
the electron density is mostly located in the vacuum, IP states
disperse with parallel momentum from their minimum energy
E0 at k| ) 0 according to theE ) E0 + (p/k|)2/(2meff)
dispersion relation with approximately the effective massmeff

of a free-electronme. The electronic structure and relaxation
dynamics of IP states on clean metal surfaces have been
extensively studied by both experiment and theory, and they
constitute one of the best understood aspects of the surface
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electronic structure and ultrafast electron dynamics.39,207

On adsorbate-covered surfaces, the IP is modified by the
dielectric properties of the molecular overlayer.42 The IP state
series can be further modified through the hybridization with
states of the molecular overlayer of the appropriate sym-
metry.212 Dependent upon the electron affinity and polariz-
ability of the overlayer molecules, the CB minimum of the
overlayer can either be above or below then ) 1 IP state.
For the negative electron affinity materials such as Ar, the
CB is above the vacuum level of the metal; therefore, the

bound or quasi-bound states can only exist at the metal-
dielectric or dielectric-vacuum interfaces but not in the
adsorbate overlayer.40 However, many molecular overlayers
have CBs that overlap with the IP-state Rydberg series,
leading to strong mixing. The excitation of these interacting
states provides convenient means for injecting electrons into
the molecular overlayers.41,42

Electrons excited to such conduction-IP hybrid states
reflect the character of the parent states; namely, they exist
as 2D delocalized waves parallel to the surface but are bound
by the crystal and IPs normal to the surface. Parallel to the
surface, the hybrid states have parabolic dispersions with
effective masses that are usually larger than that of a free
electron on account of the interaction with the molecular
overlayer.213,214If the intersite interaction is weak, then the
molecular bandwidth is small and the electron mass will be
large. Furthermore, the electron mass will increase through
the electronic and dipolar polarization of the overlayer.215

Electron propagating through the molecular layer is ac-
companied by a polarization cloud associated with the
distortion of the molecular system by the excess charge. If
the interaction is sufficiently strong, the inertial dipolar
response of the solvent can progressively increase the
electron mass until it is localized within the molecular
overlayer as an electronic wave packet, that is, a polaron.29

The localization of electrons also can occur in the presence
of structural defects, which create local trapping potentials
within the otherwise uniform potential of the overlayer.41

4.1. Ultrafast Electron Localization
TR-2PP has been used to study electron solvation for a

variety of solvent molecule overlayers on metal surfaces
including alkanes, alcohols, nitriles, and water.41,42 At low
temperatures, alkanes physisorb in highly ordered self-
assembled overlayers on noble metal surfaces. Because of
their nonpolar nature and negative electron affinity, their
interactions with excess electrons are relatively weak. Both
factors facilitate the direct observation of the dynamical
collapse of a delocalized electron wave into a localized wave
packet through self-trapping by the solvent (small polaron
formation). The studies by Ge at al. on the solvation in self-
assembledn-heptane monolayers on Ag(111) provide a
textbook example of the physics of polaron formation.29,213

TR-2PP studies have been performed on orderedn-heptane
films grown to a monolayer-defined thickness by vacuum
deposition onto a Ag(111) surface.29,213The 2PP spectra of
the heptane-covered Ag(111) surface excited by 4.1 eV of
light are dominated by then ) 1 IP state associated with
the heptane-vacuum interface (Figure 6). Because of its
negative electron affinity, its CB ofn-heptane is above the
vacuum level of the Ag(111) surface and the IP states exist
mainly at the heptane/vacuum interface. The IP state electron
wave functions penetrate into the molecular overlayer only
as attenuated evanescent waves. Because of this weak
interaction with the molecular film, the IP state onn-heptane/
Ag(111) surface disperses withmeff ) 1.2me (Figure 6).
Furthermore, because the IP state exists within the〈111〉
projected band gap of silver, the decay of then ) 1 IP state
electrons by the elastic resonant tunneling into the metal
substrate cannot occur for a range of momenta aboutk| )
0.39 Because of the band gap, electrons transiently excited
to the IP state can only decay into the bulk by energy and
momentum scattering processes. Therefore, the lifetime of
the n ) 1 IP state is sufficiently long for the dynamical

Figure 6. (a) Surface band structure dispersion with parallel
momentum forn-heptane-covered Ag(111) surface and the 2PP
excitation scheme. Delocalizedn ) 1 IP state disperses withk|;
however, the localized state following polaron formation does not.
The unshaded area indicates〈111〉 projected band gap of silver.
Angle-resolved 2PP spectra from ref 29 for bilayern-heptane-
Ag(111) taken at 120 K sample temperature and a pump-probe
delay time of 0 fs (b) and 1670 fs (c). Initially, the electron is in a
delocalized state with an effective mass of 1.2me. The electron then
becomes localized within a few hundred femtoseconds through the
polaron formation involving the distortion of the heptane overlayer.
The smaller dispersive feature in b is from minority patches of the
monolayer-covered surface interspersed with the bilayer. Reprinted
with permission from Science (http://www.aaas.org), ref 29.
Copyright 1998 American Association for the Advancement of
Science.
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trapping of electrons by the inertial response of the sol-
vent.29,213

Two-color pump-probe measurements of then ) 1 IP
state presented in Figure 6 reveal the process of electron
localization through polaron formation. When the pump and
probe pulses coincide in time at zero delay, the 2PP spectra
reveal the free-electron-like dispersion of the IP state (Figure
6b). However, when the probe pulse is delayed by 1670 fs,
the 2PP spectra are dominated by a nondispersive feature
e10 meV below the dispersive band atk| ) 0, while the
dispersive component is nearly completely attenuated (Figure
6c). This component portends a spatially localized electron
wave packet for which the surface parallel momentum is
undefined. Pump-probe measurements monitoring the rise
of the signal from the localized state for different values of
k| were used to map out the process of the wave function
collapse in polaron formation.29,213

Ge at al. interpreted the dynamics of polaron formation
on heptane/Ag(111) surfaces in terms of the inertial response
of the solvent to the excess charge.29,213 In their model,
heptane molecules are physisorbed flat, with their C-C
bonds parallel to the surface. When excess electrons are
injected into the IP state, they induce the polarization of the
molecular overlayer. The fluctuations of the molecular
internal vibrations in the presence of the excess electron
establish a trapping potential, which causes the delocalized
wave function to collapse. Ge et al. model the polaron
formation dynamics in terms of the excitation of the
methylene rocking modes of the adsorbates.29,213 The free
energy of the system is reduced by the electronic and dipolar
polarization of the film at the cost of reorganization and
electron localization energy. The intensity profile of the
localized state as a function ofk| gives an estimate of the
parallel momentum uncertainty, which has been analyzed
theoretically to extract the spatial extent electron localiza-
tion.216,217

The example of electron localization at the heptane/
Ag(111) surface provides a window into the dynamics that
are likely to cause 2D electron solvation in other molecular
systems. However, for other molecular overlayers, either the
poor ordering of the overlayer, which creates additional static
trapping potentials, or stronger and faster solvent response
makes it difficult to resolve the localization process as clearly
as the heptane/Ag(111) system.42

4.2. Electron Solvation in the Crystalline and
Amorphous D 2O Ice

The electron solvation dynamics in water overlayers on
metal surfaces studied by Wolf, Bovensiepen, and co-
workers30,41,43,58-60,63,216,218provide an important counterpoint
for related dynamics on metal oxides. On metal surfaces,
the solvation dynamics are governed by the degree of
crystallinity of ice and the electronic structure of the
substrate. The dynamics that can be observed by TR-2PP,
such as electron injection, localization, and RCT, which are
represented schematically in Figure 7, mainly depend upon
the properties of component materials. However, the specific
adsorbate-substrate interactions at the H2O-metal interface
beyond the effect on the growth mode of the H2O overlayer
do not appear to be expressed very strongly in the time-
resolved experiments on electron solvation in water over-
layers on metals.

Bovensiepen and co-workers have performed extensive
femtosecond TR-2PP studies of electron solvation in crystal-

line and amorphous D2O ice on Ru(001) and Cu(111)
surfaces.30,41,58-60,63 The dynamics are significantly affected
by both the nature of the substrate and the crystalline order
of ice. It appears that in crystalline ice the strong intermo-
lecular forces that fix the position of molecules at their lattice
sites inhibit the fast molecular reorganization that is necessary
for effective electron solvation. In ordered overlayers,
electrons are solvated mainly at the pre-existing defect sites.
In contrast, amorphous ice presents a highly corrugated
potential landscape containing many pre-existing trapping
sites. Moreover, undercoordinated molecules have sufficient
motional freedom156 to initiate electron solvation on the
femtosecond time scale. The dipolar interactions between
water molecules and excess electrons are considerably
stronger than for the alkane films, leading to a faster solvent
response and more significant electron stabilization.

4.2.1. Electron Solvation in the Crystalline Ice on Metals

The epitaxial relationship between the Ru(001) surface and
Ih ice makes it possible to exploit different molecular-film
growth conditions to study and contrast the electron solvation
in amorphous or crystalline ice on the same surface.41,60D2O
deposited on metal surfaces at low temperature (e.g., 135
K) forms amorphous overlayers, which are locally ordered
but lack the long-range order of crystalline ice. Such films
are characterized by a higher density of H atom acceptor
sites and a more porous structure than the crystalline ice.58

These defects arise because the mobility of water molecules,
which is necessary for the bilayer-by-bilayer growth, is
suppressed at low temperatures.26 Highly defective films
contain many dangling H/D atom sites that would be
consumed by HBs in a perfect crystalline lattice of ice. Both
the lack of long-range order and local trapping potentials at

Figure 7. Dynamical processes in two-photon photoemission for
D2O-covered metal surfaces via presolvated electron intermediate
states.41 The photoexcitation with the UV pump laser occurs from
bulk states in the metal to IP-D2O CB hybridized state (red line)
of the overlayer (1). Initially delocalized electrons (2) in the CB of
ice are localized (3) through the static and dynamical fluctuations
of the solvent potential and solvated through the solvent reorganiza-
tion. RCT into the CB of the metal substrate removes the electron
population in competition with energy stabilization through solva-
tion (4). The dynamics are recorded in an energy, momentum, and
time-resolved manner by recording the photoemission signal
induced by a delayed visible probe pulse.
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H atom acceptor sites hinder electrons from delocalizing in
amorphous ice films.

The effect of the crystalline order on the electronic
structure of ice overlayers on metal surfaces is evident in
temperature-dependent 2PP measurements performed on a
D2O/Ru(001) sample and presented in Figure 8.60 In this
experiment, D2O molecules were deposited at 135 K to form
an amorphous ice multilayer and the sample was heated
progressively while recording 2PP spectra. Initially, the
spectra are characteristic of amorphous ice, but at 163 K,
the D2O molecules become sufficiently mobile to recrystal-
lize in a multiple bilayer crystalline phase. The annealing
process results in a dramatic change in the appearance of
the spectra, which is mainly associated with the appearance
of then ) 1 IP state for the crystalline phase. Further heating
to 166 K leads to the desorption of the multilayer water,
leaving only the first bilayer. This is accompanied by an
upward shift in the vacuum level and a consequent shift in
the IP state energy. The first bilayer, which is more strongly
bound than the subsequent bilayers, desorbs at 175 K. Thus,
careful control over the annealing conditions can be used to
control the ordering and thickness of ice films.60

2PP spectra of the annealed D2O/Ru(001) surfaces excited
with a sequence of∼4 eV pump and 2 eV probe pulses
reveal the nature of the unoccupied states on water-covered
metal surfaces (Figure 9).60 The spectra of crystalline ice
exhibit a prominent peak at 3.15 eV, which is assigned to
the n ) 1 IP state. Unlike forn-heptane described above,
the CB of water is resonant and, therefore, hybridizes with
the IP state of metals such as Ru and Cu. The IP states
disperse with an effective mass of 1.3me as a consequence
of the long-range order and periodicity of the crystalline
overlayer.214 They provide the transition moment for the
efficient resonant charge transfer from the metal substrate
to the molecular overlayer (Figure 7). However, the IP state
electrons are delocalized within the overlayer parallel and
normal to the surface and, therefore, can efficiently couple

to the metal substrate. Consequently, then ) 1 IP state
electrons decay by RCT into the substrate faster than the
experimental time resolution (<5 fs; Figure 10).60

It is interesting to note that for properly annealed crystal-
line ice no features can be attributed to electrons solvated at
the water/vacuum interface. Because the IP electrons have
a significant probability density at this interface, they could
interact strongly with the dangling surface D atoms, as
predicted by theory.149,150However, the coupling of the IP
state to the metal surface is apparently sufficiently strong to
effectively compete with the inertial response of the solvent,
which occurs through molecular libration on the∼50 fs time
scale.5

However, the crystalline ice phase also traps a significantly
more stable population of solvated electrons, which can
persist on minute and longer time scales. These electrons
build up over many cycles of laser excitation and have a
time- and temperature-dependent peak energy that spans the
0.5-2.0 eV range. The particular stability of these electrons
has been attributed to their injection into pre-existing defect
sites in the D2O ice. Their energy and relaxation rates
strongly depend upon the ice temperature. At low temper-
ature, the diffusive motion of D2O molecules in ice is frozen;
therefore, the relaxation of the host defect sites is extremely
slow. At higher temperatures, diffusion is accelerated, leading
to a faster decay of the defect-trapped electrons.43, 214

4.2.2. Electron Solvation in the Amorphous Ice on Metals

The significantly more porous and corrugated structure of
amorphous ice presents many dangling H atom sites that are
not present in the bulk crystalline ice. These broken HBs
act as local electron-trapping sites, which strongly modulate
the potential experienced by electrons injected into the D2O
overlayer. The same random modulation of the surface
potential also affects the energy of IP states. Consequently,
there are no distinct features attributable to IP states in the
2PP spectra of the amorphous ice.41,59,60

The 2PP spectra of the amorphous ice on Cu(111),
Ag(111),219 and Ru(001) surfaces are characterized by a
feature that appears at 2.8 eV for Ru(001) and 2.9 eV for
Cu(111) and Ag(111) for normal emission and zero pump-

Figure 8. Progressive record of 2PP spectra taken by ramping up
the temperature of a D2O multilayer on Ru(001) from the deposition
rate of 135 K to the final temperature of>220 K at a constant rate
of 3 K/min. The main changes reflect the amorphous to crystalline
phase transition, the desorption of the multilayer to a single bilayer,
and the desorption of the first bilayer, as explained in the text and
ref 60. eS represents the presolvated electron feature, and IPS
indicates then ) 1 and 2 IP states. Reprinted with permission from
ref 60. Copyright 2005 Elsevier.

Figure 9. 2PP spectra of amorphous and crystalline D2O ice on
the Ru(001) surface from ref 60. The main feature in the amorphous
ice spectrum at 2.9 eV (0 fs delay) indicated by the dashed line is
attributed to presolvated electrons (es). The peak maximum shifts
to a lower energy with delay on account of progressive solvation.
The spectra for crystalline ice are dominated by then ) 1 IP state
at 3.15 eV (- - -), which does not shift and decays considerably
faster thanes. Reprinted with permission from ref 60. Copyright
2005 Elsevier.
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probe delay.58,60,219At later delays or fork| * 0, this feature
can be weakly resolved into two components. The first,
weaker component (eCB) corresponds to delocalized electrons
at the CB minimum. TheeCB electrons exhibit positive
dispersion with an effective mass of 1.0 (0.2)me, indicating
a high degree of delocalization, and decay within the duration
of the laser pulse (<70 fs).59 The narrower and more intense
feature (es) corresponds to trapped electrons initially at the
CB minimum. Thees feature exhibits apparent negative
dispersion (meff < 0), which Bovensiepen and co-workers
attributed to the localization of presolvated electrons.59 The
es electrons have significantly longer lifetimes than theeCB

electrons, and their energy decreases with the pump-probe
delay. The longer lifetime and energy stabilization are
indicative of progressive solvation by the D2O overlayer, as
indicated schematically in Figure 7.30,58 Both theeCB andes

features probably derive some of their oscillator strength
through the hybridization with the inhomogeneously broad-
ened IP states.

As in the crystalline ice, theeCB electrons are delocalized
and mobile, allowing them to couple strongly with the
substrate. Consequently, they decay on the<10 fs time scale
either through RCT or by solvation to thees form. The longer
lifetime of es electrons provides information on the changes
of their solvation environment with the delay time. Besides
the energy stabilization, the increasing degree of solvation
of es electrons increases the curvature of their negative
dispersion and the angular width of their photoemission
distribution.59,63,216The parallel momentum width∆k| of the
es emission peak provides information on the spatial extent
of solvated electrons∆x according to the approximate
relation∆x ∼ 1/∆k|.30 The spatial extent of electrons derived
from the k| distribution of 15-25 Å is consistent with
estimates of electron localization from the geminate recom-
bination in the bulk water.30,59,133 Andrianov et al. have
extended the analysis of Harris and co-workers on the effect
of localization on 2PP angular distributions to obtain more

quantitative estimates of the progressive electron localization
for the D2O/Cu(111) system.42,56,216

Further information on the dynamics at the CB minimum
has been obtained in a higher temporal resolution study (10
fs) of Bovensiepen et al. on H2O/Cu(111). When 3.1 eV
photon energy pump and probe pulses are employed, thees

feature could be studied without significantly exciting the
eCB electrons.218 These experiments reveal that electrons
initially injected at 2.97 eV decay within 30 fs to 2.85 eV.30

These time and energy scales for this rapid energy relaxation
process correspond well to the inertial libration of water.
Thus, electrons at the CB minimum appear to be solvated
by the reorientation of water molecules, which create a
trapping potential within the porous structure of amorphous
ice.

After electrons are trapped at the CB minimum, it is
possible to follow the energy and population evolution of
thees feature for∼1 ps (Figure 10). After the initial energy
relaxation process observed in 10 fs resolution experiments,
the energy and population decay ofes occurs in a biexpo-
nential manner that depends upon the substrate and overlayer
thickness.58,63 For <2 BL D2O thickness on Cu(111), the
energy and population relaxation are significantly more rapid
than for thicker films. Thees peak shift occurs at a rate of
∼1 eV/ps.58 At low coverages, the surface is not fully
covered by amorphous ice and the reorganization of water
molecules is less constrained by intermolecular interactions.
Therefore, both RCT and solvation can proceed more rapidly
than at higher coverages.

For fully covered Cu(111) and Ru(001) surfaces (>2 BL),
the apparent energy relaxation proceeds initially at rates of
270 and 830 meV/ps, respectively.63 The population decay
integrated over the evolvinges energy distribution occurs in
a biexponential manner (Figure 11). The fast components
of 140 and 34 fs for the Cu(111) and Ru(001) surfaces,
respectively, strongly depend upon the substrate, while the
slow components of∼300 fs are nearly substrate-indepen-

Figure 10. Three-dimensional plot constructed of 2PP spectra at different pump-probe delays showing theeCB andes features for D2O/
Cu(111) from refs 41 and 59. The upper right inset shows individual spectra for different delays used in the construction of the 3D plot.
The center inset shows the decay kinetics measured separately for theeCB and es populations. Thees feature corresponds to electrons
trapped at static and dynamical potential fluctuations associated mainly with the dangling D acceptor atoms (lower right inset). Reprinted
with permission from ref 41. Copyright 2005 Elsevier.
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dent. The initial dynamics clearly include the interaction of
presolvated electrons in the D2O overlayer with the metal
substrate, which leads to a rapid decay by RCT, in addition
to the energy relaxation through progressive solvation. At
later times, when electrons are more fully localized, the
dynamics become more representative of the molecular
overlayer. The RCT rates depend upon the density of states
(DOS) of the substrate and the presence of projected band
gaps.209 Stähler et al. attribute the faster initial decay on the
Ru(001) surface to the latter effect,63 because the energetic
edge of the accepting bulk band is closer (1.5 eV aboveEF

versus 0.9 eV belowEF) to the CB minimum of D2O than
for Cu(111). Because of the proximity to the band edge, the
range ofk| states available for the decay into the substrate
is therefore larger for the Ru(001) surface.

At longer times, RCT is substrate-independent because its
rate is dominated by the tunneling through a solvent-imposed
barrier that does not strongly depend upon the electronic
structure of the substrate. After the contribution of RCT to
the decay traces was taken into account, Sta¨hler et al.
obtained the actual energy relaxation rates of 0.24 and 0.22
eV/ps for Ru and Cu, respectively. The comparable energy
relaxation rates indicate that electrons on Ru and Cu
substrates exist and evolve in similar molecular environ-
ments. The much faster and substrate-dependent effective
energy relaxation rates result from the differences in the
electronic structures and the energetic barriers (2.77 eV for
Ru versus 2.93 eV for Cu), which determine the RCT rates
into the substrates. The higher RCT rates near and above
the energetic barriers preferentially remove the less solvated,
higher energy electrons from the distribution.63

5. Electron Solvation in Molecular Overlayers on
Metal Oxide Surfaces

Although the electronic properties of water on metals are
of fundamental interest, the water/metal oxide interface is
of much greater practical significance. However, in com-
parison to metals, much less is known of the electron
solvation in molecular overlayers on metal oxides. As
discussed in section 3.2, each metal oxide provides a different
template for the adsorption of molecular overlayers. More-
over, even for surfaces with similar structure, the acid/base
character of the surface can have a strong effect on whether
the molecules adsorb associatively or dissociatively. Thus,
specific interactions between the adsorbate and substrate in
the first and perhaps several subsequent monolayers can have
a strong influence on the interfacial electronic structure and
charge-transfer dynamics on metal oxide surfaces.

5.1. Electronic Structure of TiO 2(110) Surfaces
The electron interaction with hydrous overlayers on the

rutile TiO2(110) surface has been investigated because of
interest in the application of TiO2 nanocolloids in photo-
catalytic processes, such as splitting of H2O into H2 and O2,
and photovoltaic solar energy conversion.65,66,220-224 The
electronic structure of TiO2(110) surfaces, which is central
to the understanding of these processes, has been studied
extensively by photoemission, inverse photoemission, and
2PP spectroscopy.225-229 The valence and conduction bands
of TiO2 are derived, respectively, from the O 2p and Ti 3d
states. For the rutile and anatase polymorphs, they are
separated by band gaps of 3.05 (Figure 12) and 3.2 eV.230

TiO2 is easily reduced either by the generation of O atom
vacancy defects or by chemisorption of electron-donating
adsorbates. Upon reduction, a defect band forms 0.1 eV
below the CB minimum with a maximum DOS appearing
0.9 eV belowEF (Figure 12).160,225,231

TiO2(110) surfaces have a characteristic structure of
bridging Ob atom rows along the [001h] crystallographic

Figure 11. Characteristic pump-probe measurements of the decay
of es and IPn ) 1 features for D2O/Cu(111) and D2O/Ru(001)
(amorphous and crystalline). Reprinted with permission from ref
41. Copyright 2005 Elsevier.

Figure 12. Schematic diagram for 2PP excitation at H2O-covered
reduced TiO2(110) surfaces. The primary process of interest is the
charge-transfer excitation from the defect band into the H2O
overlayer. Assuming no excitonic interaction between the electron
and its hole, the excitation creates a transient anionic state of the
overlayer. Further excitation above the vacuum level (Evac) emits
electrons from the H2O overlayer into the vacuum. The wet electron
state decays by the RCT into the CB of TiO2.
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direction and five-coordinate Ti5c
4+ ions in troughs between

the Ob rows (Figure 5a). The surface is well-known for its
propensity to form bridging Ob atom vacancy defects, which
are highly reactive toward the dissociation of molecular
adsorbates. The dissociation products, which are strongly
chemisorbed,191 can participate in the electron solvation and
interfacial charge-transfer processes.

The concentration of the Ob atom defects can be controlled
by the surface preparation methods. Sputtering followed by
annealing of TiO2(110) in O2 atmosphere at 900 K produces
surfaces that are nearly stoichiometric.195 Ob atom vacancy
defects can be introduced with a different degree of control
by subsequent irradiation with high-energy electrons (500
V), annealing at high temperatures (>900 K) in a vacuum,
or sputtering with energetic ions.228The most commonly used
procedure of vacuum annealing removes approximately 5%
of the bridging O atoms, creating Ob vacancy defects.195

For each Ob atom removed, two excess electrons remain
on the surface. These electrons are transferred to the above-
mentioned shallow defect band and delocalize over several
sites in the unoccupied d orbitals of the surface Ti5c

4+

ions.232,233The defect band can also be occupied by reducing
TiO2 surfaces through chemisorption of H atoms, alkali
atoms, and even electron-donating molecules such as H2O
and CH3OH.186,228,234

The surface preparation protocol has a strong influence
on the 2PP spectra of TiO2(110) surfaces.62,228 Figure 13
shows 2PP spectra of nearly perfect, electron-irradiated,
vacuum-annealed, and Ar+-sputtered TiO2(110) surfaces
excited with 3.1 eV photons.228 The spectra of surfaces with
an increasing degree of reduction show a progressive increase
in the overall emission intensity and a decrease in the work
function. Although, the 3.1 eV photon energy is sufficient

to excite electron-hole (e-h) pairs across the band gap of
TiO2, it cannot complete the 2PP process by further exciting
electrons above the work function (Figure 12). 2PP with 3.1
eV photons can only be excited from the shallow defect states
that exist as a consequence of the surface reduction.

The increase in intensity of 2PP emission and the decrease
in the work function of TiO2 in Figure 13 correlate with the
degree of reduction of the surface. Removing the electro-
negative O atoms decreases the work required to transport
electrons from TiO2 into vacuum. Therefore, the work
function is sensitive to the defect concentration on TiO2

surfaces.228 Surfaces with low work functions are likely to
have a large concentration of defects or adsorbed impurities,
which can strongly affect the interfacial charge-transfer
dynamics. The 2PP spectra of the nearly perfect, that is,
stoichiometric surface in Figure 13 has a nearly vanishing
intensity of the defect DOS and the highest work function.
This is consistent with the minimal occupation of the defect
band and, therefore, the lowest degree of surface reduction.
Repeated measurements on different samples give a consis-
tent value of 5.6 (1) eV for the work function of the
stoichiometric TiO2(110) surfaces.228

The 2PP spectra of TiO2(110) surfaces in Figure 13 also
differ in their intensity, which is related to the degree of the
surface reduction. The spectra reveal no distinct spectral
features, and time-resolved measurements indicate that the
intermediate states in the 2PP process have a lifetime of,10
fs. The short effective lifetimes imply either that the
electronic relaxation of the intermediate states occurs through
processes such ase-e scattering on extremely fast time
scales or, more likely, that the 2PP process occurs through
virtual intermediate states.228,235Even though 2PP excitation
from the valence band to a level 0.8 eV aboveEF in the CB

Figure 13. Characteristic 2PP spectra of the TiO2(110) surface after different preparation protocols from ref 228. The vacuum level edge
shifts to a lower energy, and the defect state-derived intensity increases with the degree of surface reduction. Reprinted with permission
from ref 228 (http://link.aps.org/abstract/PRB/v70/p045415). Copyright 2004 American Physical Society.
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has been reported for excitation with∼4.5 eV photons,229

the 2PP process from the defect band excited with 3.1 eV
photons does not appear to be enhanced by resonant
excitation of intermediate states in the CB of TiO2. This is
consistent with the optical absorption and electron energy
loss spectra of reduced TiO2 surfaces.236,237 Thus, the
increasing intensity of 2PP spectra in Figure 13 as a function
of surface reduction reflects mainly the increasing occupation
of the defect band.

5.2. Wet Electrons on H/H 2O/TiO2(110) Surfaces

5.2.1. Occupied Electronic Structure of H2O/TiO2 Surfaces
The electronic structure of H2O on TiO2 has been studied

extensively by UV photoelectron spectroscopy (UPS) and
X-ray photoelectron spectroscopy (XPS).196,202,204,225Low-
coverage UPS spectra show features arising from the defect-
mediated dissociation, which leads to the formation of surface
-OH, while at higher coverages, molecular chemisorption
dominates. The highest occupied 1b1 lone-pair nonbonding
orbital of H2O on TiO2 appears 7.7 eV belowEF, while the
π orbital of surface-OH is 8.0 eV belowEF.196,225Because
the optical band gap of free water molecules is∼7 eV, the
3.1 eV of light cannot excite transitions within H2O
molecules. Moreover, the photoemission spectra of chemi-
sorbed water on TiO2 resemble those of H2O liquid jets.238

Assuming that the vacuum level of H2O liquid jets corre-
sponds to the CB of H2O on TiO2, than the binding energy
of the 1b1 orbital of 11.16 eV observed for H2O liquid jets238

places the CB of H2O on TiO2 at 3.5 eV aboveEF.

5.2.2. Unoccupied Electronic Structure of H2O/TiO2
Surfaces

The chemisorption of∼1 ML of H2O on the stoichiometric
TiO2 surfaces produces changes in the 2PP spectra (Figure
14a) that can be mainly attributed to the charge transfer from
the molecular overlayer to the substrate.62 Chemisorption of
H2O substantially lowers the work function of the TiO2

surface and increases the characteristic DOS of the defect
band. Both changes are consistent with partial charge transfer
from the molecular overlayer to the Ti 3d states at the CB
minimum of the substrate. The decrease of the work function
with the H2O coverage has been simulated with the Helm-
holtz model to deduce an effective dipole moment of 0.5 D
for the chemisorbed H2O.228 This magnitude of dipole
moment is comparable to that for the chemisorption of H2O
on metals.228 Significantly, the 2PP spectra of stoichiometric
H2O/TiO2 surfaces excited with 3.1 eV of light (Figure 14a)
exhibit no additional features, such as observed for metals,
that could be assigned to the injection of electrons into the
CB of H2O.62 This is consistent with the aforementioned
energy of 3.5 eV for the CB of H2O overlayers.

By contrast to stoichiometric surfaces, the chemisorption
of H2O on the reduced TiO2(110) surfaces leads to a new
spectroscopic feature that can be attributed to an unoccupied
state 2.4 eV aboveEF.62,228In Figure 14b, this feature appears
only with p-polarized excitation light, indicating that the
transition moment is normal to the surface. In the difference
spectrum between 2PP spectra excited with p- and s-polarized
light, the unoccupied resonance has the characteristic asym-
metric line shape already encountered in other spectra of
solvated electrons. Because it is absent in the spectra of clean
TiO2 surfaces and H2O on the stoichiometric TiO2 surfaces,
this spectrum cannot be attributed to the excitation entirely
within TiO2 or TiO2 covered by intact H2O molecules.

The 2.4 eV peak in Figure 14b has been assigned to the
partially solvated or “wet” electrons associated with the
dangling H acceptor atoms of surface-OH and H2O based
on evidence from chemical, spectroscopic, and theoretical
studies.62 The spectrum only appears on reduced TiO2

surfaces, where the dissociation of H2O at Ob vacancy defect
sites leads to the formation of minority surface-OH species.
However, the appearance of the wet electron resonance also
requires the presence of majority H2O species.

The wet electron resonance shows a characteristic depen-
dence on the H2O coverage. Figure 15 shows a series of
2PP spectra after exposing a vacuum-annealed reduced TiO2

surface to different amounts of H2O. The wet electron
resonance intensity rises to reach the maximum as the H2O
coverage is increased to approximately 1 ML coverage. The
coverage can be calibrated by either the dependence of the
2PP spectra on the surface temperature, which takes advan-
tage of the large difference in desorption temperatures
between the first and second monolayers, or the work
function change.62 For coverages above 1 ML, the resonance
intensity is diminished and saturates at∼25% of its
maximum value.62 The strong coverage dependence of the
resonance intensity indicates that the carrier of the spectrum
has a pronounced interfacial character, which is most strongly
expressed at 1 ML coverage. The 2PP spectra in Figures 14
and 15 indicate that the wet electron resonance is observed
when both the minority surface-bound-OH and majority 1
ML chemisorbed H2O are present on TiO2 surfaces.

The assignment of the resonance to minority-OH and
majority H2O species can be confirmed by an alternative

Figure 14. 2PP spectra of the (a) stoichiometric and (b) reduced
TiO2(110) surfaces before and after adsorption of 1 ML H2O from
ref 62. The spectra are recorded with s- and p-polarized excitation
and are normalized at∼4.1 eV. The difference spectrum (green)
shows the wet electron resonance for the reduced H2O/TiO2 surface.
The dotted line indicates the energy of the wet electron resonance.
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protocol for the preparation of reduced TiO2 surfaces. Figure
16 shows a series of 2PP spectra where the stoichiometric
TiO2 surface is exposed to a diffusive source of H atoms,
which is followed by various exposures to H2O.239 Whether
surface-OH is formed by the dissociation of H2O or the
adsorption of H atoms, the same resonance at 2.4 eV appears
in 2PP spectra after deposition of∼1 ML of H2O. This
alternative preparation method confirms the joint role of
surface-OH and H2O species as the carriers of the wet
electron spectrum.

The wet electron resonance has been assigned on the basis
of the DFT calculation of the unoccupied structure of H-
and H2O-covered TiO2(110) surfaces.186 The calculations
were performed for different H and H2O coverages and H2O
chemisorption structures. The conclusions are not strongly
dependent upon specific details of coverage and structure;
therefore, Figure 17 presents only the molecular and elec-
tronic structure of the 0.5 ML H- and 1 ML H2O-covered
TiO2(110) surface, which is the most relevant structure for
interpreting the experimental results. At 0.5 ML coverage,
H atoms bound to Ob atoms are sufficiently far apart (5.92
Å), not to interact through space, and therefore are repre-
sentative of experimentally investigated surfaces with sparse
-OH coverage.

The structure of the H2O overlayer in the presence of H
atoms is nearly the same as for the pure H2O overlayer in
Figure 5. The additional H atoms on the Ob rows have a
surface-normal orientation in the absence of H2O. Therefore,
they do not interact strongly with the nearly surface-parallel
H2O molecules located between the Ob rows. Nevertheless,
bending of surface-OH for H2O-covered surfaces toward
the proximate H2O molecules suggests the formation of a
weak HB. However, the H‚‚‚O length of this HB of 3.07 Å
is outside the usual range of bond lengths attributed to HBs23

and therefore is considerably weaker that the intermolecular
and molecule-surface HBs formed by H2O molecules.

This pattern of hydrogen bonding calculated for the
equilibrium ground-state structure for H/H2O/TiO2 surfaces
determines the spatial probability distribution of the unoc-
cupied state orbital. The right side of Figure 17 transposes
the excited-state unoccupied orbital distribution on the
optimized structure of the H/H2O/TiO2 surface. The unoc-
cupied DOS of adsorbate-localized states increases from
∼1.5 eV above the CB minimum. The orbital presented in
Figure 17 corresponds to the energy where the molecule-
projected DOS integrated from the CB minimum equals the
DOS of one electron.186 The energy of this reference orbital
at 2.6 eV above the CB minimum is in good agreement with
the experimental observation.62

Typical of other calculated H- and H2O-covered surfaces,
the unoccupied orbital has the largest density at the bridging
-OH species. Additional density of the unoccupied orbital
spreads from the-OH species over the H atoms of two
proximate H2O molecules that are involved in the weaker
intermolecular HBs. However, the strongest H2O molecule-
surface HBs receive almost no density. Thus, the DFT
calculations indicate that the surface-OH species with the
aid of weakly hydrogen-bonded H atoms on proximate H2O
molecules stabilize electrons injected into the hydration layer
at the H/H2O/TiO2 surfaces. The electron stabilization is a
cooperative effect of surface-OH and H2O molecules as
expected from the 2PP experiments. The calculated unoc-
cupied states associated with the isolated-OH species,
which correspond to the reduced TiO2 surfaces without the
H2O overlayer, or the pure H2O overlayer, which correspond
to H2O chemisorbed on stoichiometric TiO2 surfaces, are too
high to observe in 2PP experiments with 3.1 eV photons.186

The cooperative interaction between the interfacial dan-
gling H atoms also explains the H2O molecule coverage
dependence of the wet electron resonance. The adsorption

Figure 15. Series of consecutive spectra after exposure of a reduced
TiO2 surface to increasing amounts (in Langmuir) of H2O.61 Blue-
and red-highlighted spectra represent the 1 ML intensity maximum
and multilayer saturation limits, respectively.

Figure 16. 2PP spectra of TiO2 surfaces after reduction with an effusive H atom beam for (a) no coadsorbed water and after exposure to
(b) 0.90 and (c) 1.80 Langmuir of H2O at 90 K surface temperature (1.35 L exposure corresponds to approximately one monolayer; 1 ML
of H2O).62 The spectra are measured with s- and p-polarized excitation light (orange and red, respectively).239 The excess DOS for p-polarized
excitation for H2O-covered surfaces can be attributed to the wet electron resonance. Some wet electron DOS is also observed even for the
hydroxylated surface because of the reaction of H atoms to form H2O on the UHV chamber surfaces.
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of the second ML of H2O molecules disrupts the favorable
surface-OH sites that are primarily responsible for the wet
electron resonance. Because the first monolayer H2O mol-
ecule H atoms are engaged in favorable HBs, there are few
favorable adsorption sites for the second monolayer H2O
molecules.191,192In bilayer structures on metals, dangling H
atoms in the topmost layer can template the subsequent
growth of crystalline H2O ice. However, the strong H2O-
metal oxide interaction does not favor epitaxial growth of
the second monolayer. Even though the TiO2(110) surface
is hydrophilic for the first monolayer, the strong molecule-
surface interaction makes the first monolayer surface hy-
drophobic for the subsequent layers. On H/H2O/TiO2 sur-
faces, the minority dangling H atoms of surface-OH are
the most favorable sites for the hydrogen bonding of the
second ML H2O molecules. The formation of HBs with the
second ML H2O molecules, thus, removes favorable sites
for the stabilization of excess electrons injected into the
molecular overlayer and, therefore, reduces the wet electron
resonance intensity.

The lack of additional spectroscopic features that could
be attributed to the injection of electrons into the CB of the
H2O overlayer is also notable for multilayer H2O/TiO2

surfaces. The DFT calculations for the 1 ML H2O/TiO2

surface and UPS spectra locate the CB of H2O 3.5 eV above
EF, which is substantially higher than 2.8-2.9 eV for H2O
on metals.41 Thus, the excitation to the CB of H2O on TiO2

surfaces may require higher photon energy. The excitation
into the CB of H2O overlayers also may be difficult because
of a small transition moment. The hybridization of the CB
of H2O with the IP states that appears to be important for
the charge-transfer excitation on metals is nonexistent on
metal oxides. Moreover, the favorable HB network of the
first monolayer H2O molecules may present a barrier for
transmitting electrons between the substrate and the amor-
phous ice overlayer.

5.2.3. Interfacial Charge-Transfer Dynamics

Considering the electronic properties of TiO2 surfaces
following the reduction with H atoms, we can further define
the nature of the wet electron state and charge-transfer
dynamics on H/H2O/TiO2 surfaces. The Ob atoms on the
stoichiometric surface have the nominal valence of O-2. H
atoms bring an additional electron, which cannot be accom-
modated by the saturated valence shell of Ob atoms.
Therefore, the excess electron is mainly transferred to the
3d defect band on the neighboring Ti5c

4+ ions, leaving a net
positive charge on the H atom.186,232In photoexcitation with
3.1 eV photons, an electron is transferred from the Ti 3d
defect band to the wet electron orbital localized on the H
atoms of the surface-OH species. Thus, the ground and
excited states can be thought of as charge-transfer resonance
structures.

The large charge displacement between the ground and
excited states provides a favorable transition moment for the
optical excitation. The excitation occurs nonadiabatically,
creating the excited state in the ground-state geometry.
Interferometric pump-probe measurements resonant with the
wet electron state give a maximum value of its lifetime of
∼15 fs at 1 ML H2O coverage.186 The excited state decays
most likely by nonadiabatic RCT into the CB of TiO2 before
the nuclear motion of the molecular overlayer can stabilize
(solvate) the new charge distribution. The time scale for RCT
is faster than the H2O libration and corresponds to only about
two periods of the OH stretching vibration.

5.3. Wet Electrons on H/CH 3OH/TiO2(110)
Surfaces

Electron solvation has also been studied in liquid methanol
and in methanol overlayers on Ag(111) and TiO2(110)
surfaces.31,57,61,118,119,126As discussed in section 2.2.2, because
of the direction of its dipole moment and the lower density
and frequency of its librational states, the solvation dynamics
in liquid methanol are dominated by inertial translation,
which is considerably slower than H2O libration.122,126,127For
CH3OH/Ag(111) surfaces, the solvation dynamics appear to
be similar to those of amorphous H2O ice on metals.57 The
initial charge injection into the CH3OH overlayer occurs via
excitation of the IP states. After injection into the IP states
at >3 eV, electrons undergo ultrafast (∼200 fs) relaxation
by ∼0.2 eV to a presolvated state and, thereafter, decay by
RCT with a time constant of∼250 fs back to the substrate.
The solvation dynamics in CH3OH overlayers on the TiO2
surface are substantially more complex.31,61

5.3.1. Wet Electron States on H/CH3OH/TiO2(110)
Surfaces

The measurements on CH3OH/TiO2(110) surfaces provide
a much more detailed picture of electron solvation in protic
solvents on metal oxide surfaces than the measurements for
H2O/TiO2 surfaces.31,61 Just like H2O, CH3OH dissociates
at Ob vacancy defects upon chemisorption on reduced
TiO2(110) surfaces.240-242 The dissociative chemisorption
incorporates minority-OH and-OCH3 species in the Ob
rows. Further chemisorption occurs at the Ti5c

4+ sites, where
according to both experiment and theory, a fraction of
the chemisorbed molecules dissociate (deprotonate) to
form -OCH3 at the Ti5c

4+ sites and-OH at the bridging
sites.31,240,242,243DFT calculations find that the 50% dissoci-
ated structure of CH3OH is more stable than the molecularly

Figure 17. Optimized molecular structure of 0.5 ML H and 1 ML
H2O on the TiO2(110) surface (left) and the same structure with
the unoccupied state probability distribution superimposed on the
molecular structure (right).186 Green, orange, and yellow lines
represent hydrogen bonds of increasing strength. The unoccupied
DOS is concentrated on H atoms of surface-OH species that form
the weakest hydrogen bond. Reprinted with permission from ref
186 (http://link.aps.org/abstract/PRB/v73/p195309). Copyright 2006
American Physical Society.

Solvated Electrons on Metal Oxide Surfaces Chemical Reviews, 2006, Vol. 106, No. 10 4419



chemisorbed or fully dissociated strtuctures.31 The OH of
methanol can form favorable HBs with either the substrate
Ob atoms or the O atoms of the neighboring CH3OH
molecules. Likewise, the-OH species on the bridging rows
can make HBs with the-OCH3 or CH3OH species at the
Ti5c

4+ sites. With only one strongly electropositive H atom
available for hydrogen bonding per CH3OH molecule, the
rutile surface can accommodate all such H atoms of
molecularly and dissociatively chemisorbed CH3OH in
favorable HBs.

2PP spectra for different exposures of CH3OH on the
reduced TiO2 surface are shown in Figure 18. A peak
associated with the molecular overlayer appears at submono-
layer coverages and evolves through an intensity maximum
as the coverage is increased. Simultaneously, the peak
position shifts to a lower energy.61 On the basis of the
temperature dependence of 2PP spectra, Onda et al. have
established that the exposure of 1.1 Langmuir corresponds
to ∼1 ML coverage.61 At this coverage, the peak 2.3 eV
attains the maximum intensity. Above 1 ML coverage, the
intensity saturates at approximately 25% of its maximum
value. Furthermore, even for the stoichiometric TiO2 surfaces,
the resonance appears with similar properties except for the
significantly reduced intensity. Measurements of the reso-
nance dispersion with parallel momentum confirm that the
electronic state is localized in the CH3OH overlayer. Except
for the coverage-dependent energy shift, considerably higher
intensity, and appearance even for stoichiometric surfaces,
the CH3OH-induced peak has similar spectroscopic properties
as the wet electron resonance on H2O/TiO2 surfaces, which
suggests a related origin.61 On the basis of these similarities
and electronic structure calculations, we attribute the
CH3OH-induced peak to partial surface solvation of excess
electrons.31,186

5.3.2. Solvation Dynamics on the H/CH3OH/TiO2(110)
Surfaces

The solvation dynamics of electrons injected into
CH3OH overlayers on TiO2 are substantially more complex
than for H2O/TiO2. Figure 19 shows representative 3D plots
constructed from pump-probe two-pulse correlation mea-
surements for a range of energies near the CH3OH resonance

for three different CH3OH coverages. These experiments
were performed for both CH3OH and CH3OD, with the
expectation that the deuterium isotope substitution might
elucidate the role of OH species in the electron solvation.

The data in Figure 19 indicate a strong CH3OH coverage
and deuterium isotope effect on the electron solvation and
charge-transfer dynamics. At low coverage (<1 ML), the
injected electron dynamics can be described by single-
exponential kinetics that have a weak dependence on the
measurement energy. The individual pump-probe measure-
ments for selected energies in Figure 19a show that the
lifetimes on the order of∼20 fs increase moderately at lower
(below the peak maximum) energies. The 3D plots reveal
that this weak energy dependence reflects a moderate (∼0.1
eV) peak shift to lower energies at longer pump-probe
delays. The excited state is weakly stabilized in energy on a
∼30 fs time scale, as is more evident from higher coverage
measurements. However, at low coverage, the population
decay is faster than the energy relaxation and the deuterium
isotope effect is nearly absent.31

At coverages in the range from 1 to<2 ML (Figure 19b),
the solvation dynamics become considerably more complex.
The high-energy decay (above the resonance) is still single-
exponential, but below the resonance, the individual scans
show clear evidence for a delayed rise and a slower
population decay. The energy relaxation is more pronounced
than at low coverages, so that, below the peak maximum,
the relaxation of the states directly populated in the optical
transition feeds the lower lying states. The energy relaxation
probably results from the prompt nuclear motion induced
by the charge-transfer excitation between two states with
displaced potential minima. Most significantly, the long time
scale population relaxation at energies 0.1-0.2 eV below
the vertical excitation energy in Figure 19 is considerably
slower for the deuterated molecule, which provides clear
evidence for a significant deuterium isotope effect.31

The tendency for increased stabilization of the wet electron
resonance continues when coverages are increased to 2 ML
(Figure 19c), even though the resonance intensity is attenu-
ated in the 2PP spectra. Lifetime of the long-lived component
extends beyond 100 fs. The longer lifetimes make it possible
to identify a slower energy relaxation process, which occurs
at a rate of<0.1 eV/100 fs. At even higher coverages, a
fraction of the excited-state population that survives the initial
(<50 fs) energy and population relaxation processes is
stabilized in a state∼2 eV aboveEF on the picosecond time
scale.239

The observed dynamics for CH3OH and CH3OD overlay-
ers can be summarized in terms of the following key
processes. At early times, the excited-state evolves through
rapid population and energy relaxation processes on 20-30
fs time scales. The time scales for both processes are
comparable, and their contributions are energy-dependent,
which makes it difficult to specify separate rates for each
process. After the initial energy relaxation of∼0.2 eV, the
excited state for>1 ML methanol coverage becomes more
stable with respect to the population decay. The quasi-stable
state that forms after∼50 fs undergoes a slower (<0.1 eV/
100 fs) energy relaxation process and a population decay
that exhibits a pronounced D isotope effect.

The individual population and energy relaxation processes
that contribute to the overall dynamics of the wet electron
states can be summarized in the schematic diagram in Figure
20. The primary excitation process involves photoinduced

Figure 18. Series of 2PP spectra after progressive exposures of a
reduced TiO2(110) surface to CH3OH at 100 K. The maximum peak
intensity at 1 ML coverage is determined by heating a surface with
multilayer coverage to 190 K (‚‚‚) to remove all but the first
monolayer molecules.61,239
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charge transfer from the Ti 3d defect band where the charge
is distributed over several Ti5c

4+ sites232 to the CH3OH
overlayer. The charge-transfer excitation occurs nonadia-
batically, creating an excited-state wave packetN1 with
ground-state geometry on the excited-state surface that is
displaced from its equilibrium geometry along several
coordinates. These coordinates are related to the creation of
the hole in the TiO2 substrate and injection of an electron
into the molecular overlayer. The creation of a hole drives
the relaxation of the TiO2 lattice, involving primarily the
Ti-O bond stretching vibrations.232 Likewise, the injection
of electrons into the molecular overlayer elicits the motion
of the electropositive H atoms. Both motions lead to the
dielectric screening of the photogenerated charge distribution
and therefore can be responsible for the fast energy relax-
ation. However, because the D isotope substitution effect is

not strongly evident in the fast dynamics, it appears that the
heavy atom motions determine the rate of the primary energy
relaxation process, as is often observed in molecular proton-
transfer processes such as photoinduced tautomerization.244

Moreover, the time and energy scales for the primary energy
relaxation process are consistent with the polaron formation
in TiO2.31,245

The excited-state energy and population decay dynamics
can be recast in terms of displaced free-energy curves for
the ground-state-donor and excited-state-acceptor potential
surfaces, which are coupled through a generalized solvent
coordinate, as is often done in the Marcus-Jortner theory
for electron transfer.36,246-248 In Figure 21, we plot such
surfaces for free-energy states that represent the ground (1a)
and excited (2b) states for photoinduced charge transfer,
where both the electron and proton (hydrogen) are displaced

Figure 19. Three-dimensional plots showing the wet electron state dynamics for CH3OH (left) and CH3OD (right) overlayers on TiO2 in
(a) <1 ML, (b) ∼1.5 ML, and (c)∼2 ML regimes. The 3D plots are constructed from pump-probe measurements at different energies
such as shown for several characteristic energies below each 3D plot. The circles indicate the energy stabilization of the wet electron
resonance at increasing delays.31
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from their ground-state position. To describe the displace-
ment of both electrons and protons, we generally need four
separate potentials to describe the transfer of single particles,
and transfer of both particles, which are coupled by two
solvent coordinates.247,248 However, because we cannot
specify with certainty how the transfer proceeds, we show
only the initial and final states. The photoinduced charge
transfer occurs vertically, creating an excited-state wave
packetN1, which is displaced along the solvent coordinate
from the equilibrium geometry of the excited state. In
addition, the excited state can be displaced along other
internal coordinates involving the displacement of H atoms
from their excited-state equilibrium positions, which we
represent with as manifold of excited-state free-energy
surfaces (2b, 2b′, and 2b′′). The initially created wave packet

evolves on this manifold along the solvent coordinate, leading
to the dielectric screening of the photoinduced charge
distribution by the heavy atom motion to form a quasi-
stationaryN1* state.

Simultaneously with the screening of the charge distribu-
tion, the excited state can decay through the nonadiabatic
RCT (vertical downward transitions in Figure 21) into the
CB of TiO2. After the vertical excitation and before the
inertial response of the interface is complete, the nonadiabatic
decay is exothermic and the transition moment is favorable.31

As a result of these energy and population relaxation
processes, the excited state is brought to a quasi-stable state
from which further relaxation is substantially suppressed. For
large displacements from the ground-state geometry, accord-
ing to Figure 21, the nonadiabatic decay can become
endothermic, leading to the stabilization of the charge-
transferred state. However, adiabatic proton-coupled electron
transfer (PCET; horizontal arrows in Figure 21) is favorable
near the crossings between the 1a and 2b manifolds. The
continuing energy relaxation of the quasi-stable state ob-
served in experiments can be attributed to electron solvation
by the molecular overlayer. The precise rate of energy
relaxation is difficult to quantify because the measurements
are limited to delays of 250 fs. However, the lack of
pronounced energy relaxation is consistent with the solvation
through the translation and diffusion of methanol.120

5.3.3. Proton-Coupled Electron Transfer

Perhaps the most interesting part of the solvation dynamics
in the methanol overlayer is the deuterium isotope effect on
the population dynamics, which is responsible for the
significantly slower wet electron population decay for CH3-
OD in Figure 19.31 Simulation of the energy and population
dynamics for electrons injected into methanol overlayers at
different energies that span the resonance with an exponential
decay for the primary photoexcited stateN1 and a fast
exponential rise and a slower decay of the quasistationary
stateN1* for CH3OH and CH3OD overlayers under similar
coverage conditions quantify the magnitude of the D isotope
effect. The plot of CH3OD decay time constants versus those
for CH3OH under similar conditions in Figure 22 indicates
essentially no isotope effect on the primary decay/rise and a
ratio of D/H time constants of 2.2 for the decay of the
quasistationary state. Because the decay of the quasistationary
state is mainly due to the population decay, the observed D
isotope effect suggests that the RCT process from theN1*

state is coupled with the proton or hydrogen motion in the
methanol overlayer. Such dynamics involving the coupling
of electron and proton motion have been extensively
investigated in solution phase and are thought to play an
important role in many biological processes such as photo-
synthesis and respiration.249 Strong deuterium isotope effects
are known in the electron-stimulated desorption of H+/D+

from metal surfaces, where the survival probability of
ions exponentially depends upon the escape velocity of
ions.250 However, the CH3OH/TiO2 system presents the first
example of PCET in a heterogeneous photoinduced charge-
transfer process, where proton motion controls the rate of
RCT.247,248,251,252Other possible population decay channels
such ase-e scattering are not coupled with the nuclear
motion.253

The magnitude of the isotope effect provides further
information on kinetic processes that may be responsible for
the correlated dynamics of electrons and protons. If the

Figure 20. Schematic energy diagram for the 2PP excitation that
measures the population and energy relaxation processes for
electrons injected into CH3OH and CH3OD overlayers on TiO2.
The optical charge-transfer excitation occurs between states that
are displaced along heavy-atom (Ti-O) coordinates. Initial energy
relaxation from the photoexcited stateN1 to a quasi-stationary state
N1* by polaron formation is followed by slower solvation. The
population relaxation is transformed from the nonadiabatic to
proton-coupled RCT regime through the polaron formation.31 N0
andN2 refer to the initial and final states in the 2PP process.

Figure 21. Free-energy surfaces for the nonadiabatic and proton-
coupled electron transfer following the photoinduced charge-transfer
excitation of an electron into a CH3OH overlayer on TiO2, as
explained in the text.31
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isotope effect is only given by the relative velocity of protons
and deuterons, the ratio of the observed decay time constants
can be given at most byxmD/mH, where mH and mD

represent the reduced masses for the relevant nuclear motion
in deuterated and protonated overlayers that is correlated with
the RCT. The maximum value for the D isotope effect related
to the relative motion of D to H atoms isx2.87,92,93Because
the observed ratio is substantially larger than this limit, PECT
cannot be related simply to the free motion of single protons
and deuterons.

In the literature on PECT, many other kinetic mechanisms
have been proposed to explain isotope effects that are larger
than thex2 limit for the free motion of H/D.251,252 In the
case of RCT from CH3OH overlayers, these could include
differences in the zero-point energies for the H/D motions,
tunneling through a barrier, the correlated motion of several
H/D atoms, etc. The exact origin of the isotope effect on
RCT in the CH3OH/TiO2 system is yet to be determined.31

However, the role of H/D motion in PECT for the CH3-
OH/TiO2 system can be gleaned from∆-SCF calculations
on the optimized excited-state structure for 1 ML CH3OH
coverage on a single layer TiO2, where in the ground state,
50% of the molecules are dissociated.31 In this calculation,
first the ground-state structure of a 50% dissociated CH3-
OH overlayer was calculated by DFT. Then, the optimized
structure of the CH3OH overlayer on a single TiO2 layer was
extracted from the DFT calculation (parts a and b of Figure
23). The unoccupied wet electron state was identified in the
same manner as for the H2O/TiO2 system,186 and an electron
was added to the unoccupied orbital. As discussed in ref 31,
this anionic state is not the true charge-transfer excitation

excited state. The calculation assumes that the hole decay is
much faster and uncorrelated with the electron decay. After
the extra electron was added, the excited-state structure of
the CH3OH overlayer was reoptimized, while keeping the
TiO2 surface layer fixed. The success of the calculation
hinges on the weak hybridization of the electron in the
molecular overlayer with the large density of isoenergetic
CB states of TiO2 to keep the electron from decaying from
the overlayer into the substrate.

The starting and end points of the∆-SCF calculation in
parts a and b of Figure 23 reveal how the electron interacts
with the CH3OH molecules at these stages of the structure
optimization. Initially, for the ground-state molecular struc-
ture, the unoccupied electron orbital is mainly associated with
the Hm atoms of the methyl groups on the chemisorbed
methanol and the methoxy species. The participation of Hm

atoms in the solvation of electrons, when the more favorable
OH species are engaged in strong HBs, has been proposed
in theoretical calculations on methanol anion clusters and is
evident in the resonance Raman spectra of solvated electrons
in alcohols.106,107

The structural changes caused by the introduction of an
excess electron into the CH3OH overlayer can be tracked
for each optimization cycle of the∆-SCF calculation. The
relative motions and time ordering for specific atoms in the
optimization provide insight into the driving forces for the
structural change. Parts c and d of Figure 23 reveal that the
main response of the CH3OH overlayer involves the breaking
of existing HBs to stabilize the energy of the excess charge.
The primary H atom motion (green) involves the rotation of
the bridging-OH species from the ground-state orientation,

Figure 22. Decay times of CH3OD for the primary, vertically
excited state (9) and secondary, quasistationary state (0) versus
the decay times under comparable coverage and energy conditions
for CH3OH. The deviation of the slopes from 1 quantifies the
observed isotope effects.31

Figure 23. Results of the∆-SCF calculation for 50% dissociated
1 ML coverage of CH3OH on TiO2.31 Left panels show the top
and side views for the ground-state geometry, and the right panels
show the optimized geometry after adding an electron to the
unoccupied wet electron orbital. The wet electron orbital is indicated
as a translucent cloud. The structure optimization leads to large
displacements of H atoms on the bridging-OH (green) and
methanol OH (yellow). The H atom displacements are correlated
with the descent of the excess electron toward the surface. Methyl
H atoms are indicated by white; C atoms are orange; O atoms are
red; and Ti atoms are gray.

Solvated Electrons on Metal Oxide Surfaces Chemical Reviews, 2006, Vol. 106, No. 10 4423



where it forms a HB with the proximate-OCH3, to a nearly
surface normal position. This motion leads to∼70% of the
total excited-state stabilization of∼0.6 eV (Figure 24).
Further stabilization is achieved by the deprotonation of CH3-
OH to form a bridging-OH (yellow).31

In the final structure of the∆-SCF calculation, 100% of
CH3OH is dissociated; however, the two molecules in the
unit cell are not equivalent. Apparently, the primary motion
of the bridging-OH is strongly correlated with the excess
charge: breaking of the HB with the-OCH3 species
provides a favorable site for the electron to localize closer
to the surface. The secondary proton transfer occurs in
response to the new charge distribution; however, with the
electron localized above the primary-OH, the dissociation
of the HB after the secondary proton transfer does not occur.

The net result of the correlated electron-proton motion
is that the electron descends from the Hm atoms, where it is
shielded from the CB of TiO2 to the surface-OH species.
Because the RCT from similar bridging-OH sites on
H/H2O/TiO2 surfaces occurs in 15 fs, it can be argued that
the final state of the∆-SCF calculation is less stable with
respect to RCT. Thus, the correlated motion of electrons and
protons upon the injection of charge into the protic solvent
overlayer can promote D-isotope-dependent RCT.

The TR-2PP studies of reduced H2O- and CH3OH-covered
TiO2 surfaces provide a glimpse of the molecular response
to the injection of charge that is relevant to photocatalytic
processes on metal oxide surfaces. The nonadiabatic injection
of charge (electron or hole) is likely to have a profound
impact on the existing HB network at metal oxide-protic
solvent interfaces. The correlated motion of protons in
response of the excess charge that has been vividly uncovered
through TR-2PP measurements and DFT theory is likely to
be an integral aspect of photocatalytic reactions on protic-
solvent-covered metal oxide surfaces. For instance, the
correlated motion of protons and electrons is necessary for
the photoelectrochemical splitting of H2O into H2 and O2,
which occurs without an external bias for band-gap excitation
of anatase single crystals.254 Also, methanol plays an
important role in photocatalysis as a sacrificial agent.255 TR-
2PP studies along with DFT calculations on model systems

such as H2O and CH3OH on TiO2(110) provide for the first
time a molecular-level view of the photophysical and
photochemical processes that drive photocatalysis. Moreover,
the wet electron states that have been identified on H2O and
CH3OH overlayers should be ubiquitous on protic-solvent-
covered metal oxide surfaces. The studies on TiO2 demon-
strate that for CH3OH multilayer coverage it is possible to
stabilize electrons 2 eV above the Fermi level on picosecond
time scales. Such electrons should be powerful reducing
agents that can drive a variety of chemical reactions through
the dissociative electron attachment.129,219,256-258 Such pre-
solvated electrons in water and ice films may play an
important role in the chemistry of Freons on the stratospheric
cloud ice surfaces and therefore contribute to the ozone
destruction cycle.259 We note, however, that both H2O and
CH3OH overlayer films on TiO2 are stable with respect to
the photochemical decomposition under the conditions for
measuring 2PP spectra.

Moreover, TR-2PP measurements reveal the role of the
H atom acceptor in interfacial charge-transfer processes. The
RCT rates from tightly bound H atoms on the bridging rows
are extremely fast, but they are surprisingly slow in light of
the reported<10 fs charge injection from photoexcited dye
molecules into the CB of TiO2 nanocolloids and single-crystal
surfaces.260-263 Considering the likely termination of TiO2
with surface -OH species upon chemisorption of OH-
containing molecules or in protic solvents, it is possible that
the wet electron states mediate interfacial charge transfer
from dye molecules. The role of surface termination is likely
to be reveled through TR-2PP measurements on well-defined
TiO2 surfaces that have been prepared through rigorous
surface science protocols.229,264 The future role of TR-2PP
measurements in elucidating the charge transport in photo-
catalytic and photovoltaic processes on metal oxide elec-
trodes is bright.

6. Conclusions and Future Perspectives
The interaction of electrons and protons in protic solvents

is pervasive in chemistry and physics. Detailed information
on solvated electrons has been obtained from solution-phase,
cluster, and surface studies. The cluster studies bring out the
dichotomy of surface versus bulk solvation that is likely to
have broad significance in the context of biology, electro-
chemistry, catalysis, environmental chemistry, etc. In par-
ticular, the 2D solvated electrons at solvent surfaces may be
particularly reactive metastable reagents that can participate
in a variety of interfacial reactions.

The marriage of surface science techniques with ultrafast
spectroscopy provides a powerful means for preparing well-
defined molecular-film samples, in which it is possible to
investigate with a great degree of control the surface and
bulk solvation. With extreme time resolution, it is possible
to resolve the fundamental molecular response to the
presence of excess charge and relate the observed phenomena
to theoretical models of the molecular and electronic structure
of ideal surfaces. Because metal oxide surfaces are prevalent
in environmentally and technologically important settings,
the discovery of wet electrons in hydrous overlayers is likely
to be crucial to elucidating many important interfacial
phenomena that are driven by light or other forms of
electronic excitation. TR-2PP spectroscopy of well-defined
metal and metal oxide surfaces offers a powerful means for
investigation of the electronic structure, charge-transfer
dynamics, and presolvated electron-induced chemistry of

Figure 24. Change in the total energy during the∆-SCF optimiza-
tion (blue circles; left axis) and the displacement (right axis) of
the green and yellow H atoms (indicated in Figure 23) as a function
of the optimization step. The primary excited-state stabilization is
achieved by the motion of the bridging H atom (green), followed
by the deprotonation of methanol (yellow).
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relevance to topical issues such as photocatalytic and
photovoltaic energy conversion.
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